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Abstract  Flickr is the largest online photo album in the world. Google crawls the contents on the Flickr, and Yahoo! also 
indexes the data on Flickr. Most people upload images to the Flickr with writing titles, descriptions, and tags, but some people 
upload images without adding any descriptions onto the images. These kinds of non-description images are not searchable by 
the users, because the search engine can only index the text contents. Although, human beings can easily indicate the objects or 
the meaning of an image, the search engine cannot identify the objects or concepts of a non-description image. The amounts of 
non-description images on Flickr are very huge. For example, the images titled with camera default filename (Ex: 
DSC_XXXX.jpg or IMG_XXXX.jpg) are over 300 million. If these non-description images can be searched, the image search 
database will be increased. This research uses the image recognition technology to predict the contents on the non-description 
images. We collect the sample images on ImageNet and use the concept hierarchical structure provided by WordNet to train 
the concept database. After training the concept database, we use the concept database and SVM methods to annotate the 
concepts for non-description images and add the annotated results onto the non-description images by using tagging system on 
Flickr. After the image search index updated, these non-description images will become searchable on the Yahoo! image 
search system. 
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1. Introduction 

Accompanying by the cost down of digital camera, 
almost every people have a digital camera. Moreover, 
accompanying with the increase of network bandwidth, 
photo-sharing platforms become more and more popular. 
People can share their favorite photos with friends by 
using blog or online album services. Flickr is the largest 
online photo album in the world. Google crawls the 
contents on the Flickr, and Yahoo! also indexes the data 
on Flickr. Many image search results are contributed by 
Flickr. There are many studies about tag ranking[6], image 
hierarchical structure[1], and user behavior by using 
Flickr image data. But there are no researches talking 
about increasing the image search results by using Flickr 
image data. Our research will use the image recognition 
technology and use the Flickr APIs to increase the image 
search results on image search engines. 

We found that there are many images are without title, 
descriptions, and tags on Flickr. And the title of many 
images is not meaningful, such as IMG_XXXX.jpg or 
DSC_XXXX.jpg. It is caused by that some people upload 
images without editing the title, descriptions, and tags. So 
we define these kinds of images as “non-description 
images”. We use the “IMG” and “DSC” as the search 
keyword to search on the Flickr. There are over 300 
million results, and these images are not meaningful for 

search engines. Search engine can only index the text 
contents, such as title, descriptions, and tags. Although, 
human beings can easily indicate the objects or the 
meaning of an image, but search engines cannot identify 
the objects or concepts of a non-description image. These 
kinds of non-description image are not searchable on 
search engines. If these non-description images can be 
searched, the image search database will be increased. 

Our research uses the image recognition technology to 
predict the contents on the non-description images. We 
collect the sample images on ImageNet[9] and use the 
concept hierarchical structure provided by WordNet[18] to 
choose the positive and negative images for concept 
database training. After training the concept database, we 
use the concept database and SVM methods to annotate the 
concepts for non-description images and add the annotated 
results onto the non-description images by using Flickr 
tagging APIs. After the image search index updated, these 
non-description images will become searchable on the 
image search engines. Because Flickr is a part of Yahoo! 
services, Flickr provides contents to Yahoo! image search 
engine directly. Yahoo! image search engine indexes the 
contents from Flickr and updates the image search index in 
a specific period time. So our research chooses the Yahoo! 
image search engine as the candidate. After adding tags on 
non-description images, we monitor the image search 



 

 

results on Yahoo! image search engine. 
 

2. Methods 

 
Fig 1. Research Procedure 

Our research procedure is as Fig 1. Our methods are 
using the image recognition technology to extract the 
objects from non-description images, and recognize the 
objects, then annotate some keywords onto the 
non-description images. After annotating keywords, we 
use the API supported by Flickr to add these keywords as 
tags onto non-description images. When search engines 
index these tags on non-description images, these 
non-description images will become searchable.    

Before image recognition, we must train a concept 
database for recognizing. First, we collect concepts from 
the photos on Flickr by using Flickr API. We do not crawl 
all the images on the Flickr, because the amounts of 
images are too huge. We use the “flickr.photos.getRecent” 
API to retrieve the recently upload photos randomly. Then 
we retrieve the tags of recently upload photos and we use 
the POS (part-of-speech) application[21] to tag the 
retrieved tags. And we store the image tags, counts, and 
POS tags to the database. We have already collected 
176,303 concepts from July 2009. We will only use the 
noun as the concepts for sample images retrieval. The 
amounts of noun concepts are 21,309 from July 2009. 

Second, we use these noun concepts as the queries and 
search the WordNet ID by using WordNet API. And then 
we use the WordNet ID to gather the sample image list 
from ImageNet. Then we retrieve the sample images from 
the sample image list. For each concept, we retrieve 200 
images as sample images. And we delete the sample image 
whose image size is under 10Kbytes. 

Third, we use the SVM method to train the concept 
database by using collected sample images. And then we 
use the concept database to annotate the concepts on the 
non-description images. Fig 2 is the procedure of the 
image recognition. 

 

Fig 2. Image Recognition Procedure 
 

We use the collected images as the sample images and 
extract the features on each sample image.[3][4] Then we 
implement the pattern training by using SVM. Before 
pattern training, we also build a hierarchical structure of 
collected concepts by using WordNet ID API. Fig 3 is a 
part of concept hierarchical structure. We randomly pick a 
concept from another sub tree as the negative sample 
images for SVM pattern training. For example, when we 
train the concept “house”, we pick the “car” as negative 
sample images. After building the concept database, we 
extract the features on non-description images. Then we 
use the SVM to implement the pattern predicting and 
annotate concepts onto non-description images. 

 
 
 
 

 
 
 

 
 
 
 
 
 

Fig 3. Apart of concept hierarchical structure 
 

Finally, we use the Flickr API to add the annotate 
results onto the non-description images on Flickr. Fig 4 is 
the procedure of adding tags on non-description images. 
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Fig 4. Concept annotation Procedure 

 
Because Flickr is a part service of Yahoo!, we need to 

get the authentication from Yahoo!. Then we can get the 
write access privilege on the non-description images. We 
also build a database to store the accessed logs. We store 
the date, time, photo urls, user id, photo id, and annotated 
tags into mysql database. When some users complain with 
this kind of concepts annotation on the their images, users 
can apply there user id or photo urls, then we can delete 
the annotated tags by executing a deleting script according 
to the access logs. 

 

3. Experiments 

 

Fig 5. Sample of a non-description image 
We take the “Taj Mahal” images for experimentation. 

Fig 5 is a non-description image of Taj Mahal. Human 
beings can easily identify that is an image of Taj Mahal. 
But search engines only can identify it is an image named 
“IMG_2453”. If we input “Taj Mahal” as the query in the 
image search engine, this titled “IMG_2453” Taj Mahal 
image will not appear in the image search results. 

According to our methods, this non-description image 
will be annotated as building, palace, and temple. Then we 
use the Flickr tagging API, we add three tags “palace, 
building, and temple” onto this non-description image. 
After search engines update the image results index, we 
try to use the “temple” as the query and set the search 
filter to the “flickr.com” and only search the images in the 
specific user album. This non-description image becomes 
searchable on Yahoo! image search shown as Fig 6. 

 
Fig 6. Search results of “temple” on Yahoo! image search 
 

4. Conclusions 
Our methods actually can increase the image search 

results. But the amounts of non-description images are 
really huge, and the trained concept database is also huge. 
We already collected 170 thousand concepts from Flickr 
and there are still over 300 million non-description images 
on Flickr. And these kinds of non-description images are 
still increasing. In this research we use only 1 pc to do the 
image recognition, and the image recognition process 
really takes a lot of time. If we try to annotate concepts on 
all 300 million non-description images, it needs over 
thousand years to complete the task. 

Our future work is to enhance the performance of this 
annotate system by using decision tree algorithms[11] and 
distribution system (Ex: Hadoop). We are trying to 
implement the mapreduce algorithm[10] onto our works. 
Mapreduce procedure is shown as Fig 7.[14] We will 
divide the training job into mapper work and the reducer 
job will handle the image recognition process. 

Another future work is to rank the annotate results. For 
one non-description image, there are many concepts in the 
image. When the collected concepts become larger, the 
annotate results will also be larger. But what is the main 
concept of a non-description image, we need a good tag 
ranking algorithm to identify the main idea of an image. 

The sample image lists on ImageNet do not contain the 
landscape images. But many images on Flickr are about 
land scape images. We also try to build a sample image 
collection procedure that can gather landscape sample 
images. 
 
 
 
 
 
 
 
 
 
 
 

Fig 7. MapReduce framework 
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