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There is a growing interest in sharing personal opinions on the Web,
such as product reviews, economic analysis, political polls, etc.

impact of Lahman Brothers Bankruptcy on Pansion Funds
Reviews

Apple iPad (16GEB/32GB/64GEB) - With Full Interface
Videos

By 3¢

Category:

Pros: An impressively bullt tablet computer, featuring a clean Industrial d
from Apple’s MacBook Pro computer:

ign borrowed
internal components derived largely from its iPod

touch and iPH pockul de s, arvd stable, multi-touch software, Runs over 150,000
applications, thousands of which have been optimized far this device, cffering IPod-
squivalant sonie parformance, battar than IPod- and IPhone-quality vis —anca, and

any current-generation Apple product, or most competitors. Superb fo
Yiawing, more copable of content cradtion thon IFeds and IFhonss

Opinion

The Media “Crush” On Obama: Real or Imagined e Now 22 30 "

June 18, 2008 Vergcr: This is wiiad T ok n v MRS 5 8 joyous changs from S
il 560 ... Hate: The UNFesgponsive screen Mams the expericnce The Nokia NS00 15 o b, bokd siep into the
unknown for the Finnish phone gaant, 105 the first s tablet from the company to rock its new operating
Fysem, Maeme J. uniike most regular N Geries’ Symibdan SG0. Did Hokla land on frm ground, or hoz &
plurmmeted inlo an abyss? Read on and find oul in our full Nokia NS00 review . Although Nokia is
ekille, and history-making run to become the nation’s first African-American President, one would expect pitching the Nokin M300 a3 an iniormel lablt - it focls like a direct soguel to the Nokia NI7. not least

: because of the hardware under the bonnet I's got the same whopping, expandable 32GE of storags.
premium connectivity bobbins (HSDFA, WisFi. GPS) and sce multimedia handling, with ioads of wdeo
formuat SUBRSI Snd & IANAStS five MEgApIel camars. Call quality s axeallant, and that battery will asily
s8¢ you Mrough from Sun-up to bedlime, 8van if you give the Nokia NIUO an app pounding. BUt the Nokia
v been st NS00 improves on the NS7's bulld in crucial ways. At 800=480. the Nokia NSOO's screen s sharper, the
008 revealed that Marmite divisive hinge has gone. and the keyboard is & malor win. Although it's stil got the silly thres-line
2000 Teves i spacing, the keys on the Mokia NSOD are raised and rubberised like the Mokia ET2's, se you'll dance all
rest in Obama was considerably kigher (51%) than MeCain (27%). aver them. unlike the MST's low-profile land pad. Maeme 5 on the MNokia N800 is something of a

b revelation tan. We could haar the areaks in Eymblan BE0 an the L g

It's no surprise that journalists are so often “taken” with Obama. Given his youthful optimism, oratory

Triany Lo el & Bair aount of media cover

Studhes prove that Obama ded recenve a far greater share of media coverage, bat it may b

partially based on viewer demand. An NBC News / Wall Street Journal survey from Jul

the public

« Opinion-oriented applications: opinion mining, sentiment
classification, opinion summarization, opinion question & answering.
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« Opinion retrieval was first presented in the TREC 2006 Blog
track [Macdonald and Ounis. 2006]. Chinese opinion retrieval
was presented in COAE (Chinese Opinion Analysis
Evaluation) [Zhao et al., 2008].

* Objective of opinion retrieval:
— retrieve documents that express an opinion about a given target.

« The topic of the document is not required to be the same as
the target, but an opinion about the target has to be presented
In the document.
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« Comparison between information retrieval and opinion
retrieval
— Information need
Fact vs. opinion
— Measurement
Similarity vs. ?
— Granularity
Document vs. sentence

— Top-k

Documents on the first page vs. top-k documents
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Pang Bo [Pang 2008] suggested that A complete opinion retrieval
application might involve attacking each of the following problems.

» General purpose +Blogs can vary quite
V. S. opinion- widely in content,
oriented style, presentation,

and even level of
grammaticality

*Aggregation of votes *Free-form text can be
*Highlight some opinions much harder for

*Disagreement and
consensus

*Opinion holders

computer to analyze
*Discourse



I n'|-v'
it

AII
11 U

£
O Cuon

* We realize our objective for opinion retrieval in the
following three phases:
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« A 2-stage approach was proposed in TREC
— Detect the relevance of the document, Score
— ldentify the opinion of the document, Scoreop

* An example of opinion retrieval, e.g. Q="Avatar’
A, ] PLIE B H A A e ]

Tomorrow, Avatar will be shown 1n China.

B. LA E] T IMAX 5288 A S IR AL T+
I’ve reserved a comfortable seat in IMAX.

C. P JLik e Fipe B XK — 16 3D HL5E
Avatar is my favorite 3D movie.

rel

« The overall score for ranking is computed as

Scoregee = Scoregy +  Scorepe

where Scorepe = tfg X idfq , Scoreq, = weig/iteomtortable + WelgAltayorite
I
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« Limitations:
— Relevance of the document # relevance of the opinion

— Degree of the sentiment word # importance of the opinion

 Qur Method:

— We proposed to handle opinion retrieval in the granularity of sentence.

— Word pair was proposed to maintain both intra-sentence and inter-
sentence contextual information.

— Contextual information is integrated into our graph-based opinion
retrieval model.

10
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» Given a document set D={d,,d,,d,,...,d.}, and a specific query

Q={q,,d,,93,---,9,}, where q,,9,,9s,...,q, are query keywords.
Opinion retrieval aims at retrieving documents from D with

relevant opinion about the query Q.

 In addition, we construct a sentiment word lexicon V, and a
topic term lexicon V, .

* Definition: topic-sentiment word pair p; consists of two
elements, one is from V,, and the other one is from V..

pl} = {< tiﬁﬂj > |tl € VE ,Oj € V('J)}

I———————,—
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Intra-sentence contextual information

— The association between an opinion and its corresponding target can
be expressed in a word pair.

— Practically, a word pair represents a relevant opinion.

There may be more than one opinion in one sentence. We
split each sentence into a set of word pairs:

5; — {< ti:'ﬂj > |ti — minDiSt(ti, Oj) for each U}}

The more relevant opinions the sentence includes, the higher
weight it carries.

13



I =OSCIILTIIVT 1HTTUNTTHIAUVUl ]
[ ——

ol
l

* Inter-sentence contextual information
— The relationship among the opinions on the same topic

— The contribution of a word pair is determined by the inter-sentence
information.

« We assume that the more sentences contain the same
opinion, the more contribution the opinion makes to those
sentences, and hence the document.

14
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« Graph-based ranking algorithms, such as HITS or PageRank,
have been traditionally and successfully used in citation
analysis, social networks [Wan et al., 2008; Li et al., 2009;
Erkan and Radev, 2004, Li et al., 2009].

« Graph-based ranking algorithm is a way of deciding on the
importance of a vertex within a graph, by taking into account
global information recursively computed from the entire graph,
rather than relying only on local information.

« Because contributions vary a lot from word pair to word pair,
we apply HITS model to opinion retrieval.

I———————,—
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Our proposed opinion retrieval model is based on HITS model
and it contains two layers.

— The word pairs layer is considered as hubs and the documents layer
authorities.

A word pair that has links to many documents denotes a strong associative
degree between the two items, i.e. <t;,0,>.

A document that has links to many word pairs is with many relevant
opinions, and it will result in high ranking.

I———————,—
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« We compute the contribution by the weight of the edge
connecting between the word pairs and the documents.

W

k
]

= |EPUES:Edk[‘;l rel(t;, s;) + (1 — R)opn(o ,SI)]

A 1s introduced as the trade-off parameter to
balance the rel(t;,s;) and opn(o;,s;);

rel(t;s;) 1s computed to judge the relevance
of t; in s, which belongs to d,;

rel(ti,si) = tfe,s, X isf,

opn(oj,s;) 1s the conftribution of o; in s
whn.h belongs to d,.

t
fojsy

tf 0 HOSHASX— L

opn (Oj’ SI) = e‘n( I)

~asl )
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« All word pairs are initialized equally. In each iteration T+1, the
scores of Hubs and Authorities are updated according to the
scores in iteration T.

* The convergence of the iteration is achieved when the
difference between the scores computed at two successive
iterations falls below a given threshold.

 The documents are ranked by the Authorities scores.

18
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Dataset:
— COAEOQ8 dataset, which consists of 40000 blogs and reviews. 20 queries are
provided in COAEQS.
Sentiment Lexicon:
— The Lexicon of Chinese Positive Words
— Lexicon of Chinese Negative Words
— The opinion word lexicon provided by National Taiwan University
— Sentiment word lexicon and comment word lexicon from Hownet
Topic Term Collection:

— The dictionary-based method
— The web-based method

Baseline Approach:
— ROCC [Zhang and Yu, 2007]

20
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Experimental Metrics

MAP: Mean Average Precision
Rpre: R-precision

bPref: binary Preference

P@10: Precision at 10 documents

I———————,—
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« Comparison of different approaches on COAEQS8 dataset, and
the best is highlighted

2 h COAEO8

pRivak Evaluation metrics
Run 1d MAP R-pre bPref P@10
IR 0.2797 0.3545 0.2474 0.4868
Doc 0.3316 0.3690 0.3030 0.6696
ROSC 0.3762 0.4321 0.4162 0.7089

Baseline 0.3774 0.4411 0.4198 0.6931
GORM 0.3978 0.4835 0.4265 0.7309

— IR: A classical information retrieval model

— Doc: The 2-stage document-based opinion retrieval model

— ROSC: This was the model which achieved the best run in TREC Blog 07
— GORM: our proposed graph-based opinion retrieval model

22



Difference from Median on COAEQS8 dataset

Difference from Median Average Precision per

Topic
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— The Median Precision is 0.3724.
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« Top-5 highest weight word pairs for 5 queries in COAEOQO8

dataset
Top-5 MAP
VRCIRETN [ /< 2% AL 4% JH] Fe Vista
Chen Kaige Six States Macro-regulation Stephen C how Vista
<PREE R Bt Lik> <2eit PR <HLF HW> <firks b=
Chen Kaige Support Room rate Rise Economics Steady Movie lee Price Expensive
<RI > < > Mt bk R EU- | <Rk Ee
Chen Kaige Best Regulate Strengthen Price Rise Stephen C how Like Microsoft Like
< (k) EH> <5 nsi> <KIE > <Tfl iwfE <Vista fE#7>
Limitless Revile CCP Strengthen Development Steady Protagomst Best Vista Recommend
SHH > B PR ST > ol o

Movie Excellent
W AN
Cast Strong

Room rate Steady
<AEB fbe
Housing Security

Consume Rise
<t
Social Security

Comedy Good

<fEdh kR
Works Splendid

Problem Vital
<tiig A

Performance No
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Result 1 showed that GORM outperformed the other approaches in all
metrics.
— About 20% improvement of MAP was achieved by sentence-based approach.

* Result 2 showed that GORM performed well in most of the queries. Except
for:

— Topic 11, i.e. ‘F8¥ £’ (Lord of the King): there were only 8 relevant documents without any
opinion and 14 documents with relevant opinions.

— Topic 8, i.e. ‘W%’ (Jackie Chan) & topic 7, i.e. ‘Z=i&E (Jet Lee): there were a number of
similar relevant targets for the two topics.

 Result 3 showed that high-weighted word pairs could represent the relevant
opinions about the corresponding queries.

25
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* Sentiment lexicon-based approaches

— Hannah et al proposed a lightweight lexicon-based statistical
approach [Hannah et al., 2007].

— Amati et al generated a weighted dictionary from previous TREC
relevance data [Amati et al., 2007].

osed of all

e in TREC 2008

Ni ted word com

1ion
n

— N3 et al. created a pS e_jdg ate
to be very effecti

~

(@)
opinion words, WhICh show
[Na et al., 2009].
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— Huang and Croft proposed an effective relevance model by
considering both query-independent and query-dependent

sentiment [Huang and Croft, 2009].
.
27
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« Unified models for opinion retrieval:

— Eguchi and Lavrenko proposed an opinion retrieval model in the

framework of generative language modeling [Eguchi and Lavrenko,
2000].

— Mei et al. tried to build a fine-grained opinion retrieval system for
consumer products [Mei et al., 2007].

— Zhang and Ye proposed a generative model to unify topic relevance and
opinion generation [Zhang and Ye, 2008].

— Huang and Croft proposed a unified opinion retrieval model according to
the K-L divergence between the two probability distributions of opinion
relevance model and document mode [Huang and Croft, 2009].

I———————,—
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« The information need for opinion retrieval has been
proposed.

« Both intra-sentence and inter-sentence contextual
information are well represent by word pairs.

* A sentence-based opinion retrieval approach is unified
through the graph-based model which performs well on
COAEOQS8 dataset.

30
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It is worth further study on how they could be applied to other
opinion oriented applications, e.g. opinion summarization, opinion
prediction, etc.

The characteristics of blogs will be taken into consideration, i.e., the
post time, which could be helpful to create a more time sensitivity
graph to filter out fake opinions.

Opinion holder is another important role of an opinion, and the
identification of opinion holder is a main task in NTCIR. It would be
interesting to study opinion holders, e.g. its seniority, for opinion
retrieval.

31
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