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Abstract In image retrieval, for a specific query which can be a keyword or an image sample, different user has

different intention and prefers different search results. Although user intention in web page search has been an

active research area for several years. There are only a few work on user intention in image retrieval. In this paper,

we propose a systematic taxonomy on user intention in image retrieval. User intention can be addressed into two

dimensions: “topic” and “intent”. Existing work on query “topic” intention in image retrieval use big-granularity

topic intention such as “object” and “scene” for a query. However, there are many query topic intention with smaller

granularity, such as “black horse” and “zebra” for a “horse” query. We propose a re-ranking approach based on

multi-modal relevance feedback to detect small-granularity topic intention and improve the image search results.
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1. Introduction

In image retrieval systems, users can input queries to
search and browse images from a database with large amount
of images. These queries can be keywords or image samples.
Query by keywords refers to Text-based Image Retrieval
(TBIR). Query by image samples refers to Content-based
Image Retrieval (CBIR). In addition to the image search
results, some systems also provide some user interfaces with
which users can submit more feedback information on the re-
sults. For example, users can label the positive and negative
images in the initial results. With these additional relevance
feedback information, these systems re-rank the images and
provide improved search results to users.

For a specific query in both TBIR and CBIR, different
users have different intention and prefer different images in
the results. In the relevance feedback session, different users
label different instances. The user intention of queries for
searching images needs to be considered for image retrieval
systems to improve user experience. We therefore investigate
existing work for the solutions. However, we find that there
are a few work that discuss this issue in image retrieval. In
contrast, user intention of queries in web page search has
been an active research area for several years. The infor-
mation in an image and in a web page are different; The

motivation of users when search images and when searching

web pages cannot establish one-to-one relationship. These
lead to the characteristics of image search results and web
page search results are different. It results in that we cannot
directly use the contributions on user intention in web page
search to the topic of user intention in image retrieval.

The research on user intention in web page search can be
divided into two classes: “topic” and “intent” [1]. For mining
user intention of a given query, on one hand, query topic clas-
sification is to identify a query as belonging to one or more
categories from a predefined taxonomy. For example, a query
of “uefa euro 2012” belongs to a category of “sports/soccer”.
Some query topic taxonomies have been proposed, e.g. in
Ref. [2], Li et al. used 67 categories. On the other hand,
query intent classification is to detect the underlying intents
of user interactions with search engines. A typical query in-
tent taxonomy is Jansen’s three categories: navigational, in-
formational and transactional [3]. For example, navigational
intent is to go to a specific website; informational intent is to
gather information from one or more web pages. Some ap-
proaches has been proposed to detect user intent by mining
web search engine log, e.g. [3]. The usage of terms in this area
is not unified, some research on query topic classification also
use the term of “intent”. To clarify the terms in this paper,
we denote “intent” as a narrow definition, and “intention”
as a general definition including both “topic” and “intent”.

In this paper, we give a brief review of the existing work on



user intention in web page search as well as in image retrieval.
Then we propose a systematic taxonomy on user intention
in image retrieval by referring the categories in web page
search, on both dimensions of “intent” and “topic”. After
that, we focus on the issue of how to detect query “topic”
in image retrieval. How to detect query “intent” in image
retrieval, which is the other dimension of user intention, is
not discussed in this paper.

Several existing work on this issue such as Tang et al. [7]
use topic intention like “object”, “scene”, “portrait” and so
on for a query. The granularity of these topic intention is big.
However, many query topic intention in image retrieval have
smaller granularity. For example when a user uses a keyword
query of “horse” to search images, the topic intention of this
user can be not only “object” or “horse”, but also “black
horse”, “zebra” or “horsemanship”. Besides such single con-
cept, topic intention of a query can also be represented by
more complex description, such as “a black horse running on
a farm”. In the search results, different “horse” images have
different relevance level because of different topic intention.
However traditional image retrieval methods do not consider
these detailed query topic intention. When they evaluate the
methods, for a “horse” query, all “horse” images are regarded
as good results with same relevance level.

We propose a re-ranking approach utilizing visual and tex-
tual information of images and user relevance feedback [12]
to detect small-granularity topic intention and improve the
image search results. We construct a graph model based on
the images and related textual information. When users la-
bel relevance feedback instances on the initial image search
results to represent their query topic intention. We propa-
gate the information including query topic intention through
the edges of the graph so that these information can reach
the possible target images that the users prefer. Then these
target images are upgraded to higher rank positions.

The contributions of this paper are as follows:

e We discuss user intention in image retrieval and pro-
pose a systematic taxonomy on both dimensions of query
“intent” and query “topic”.

e We discuss the granularity of query “topic” intention
in image retrieval and propose an approach to detect small-
granularity topic intention to improve image search results.

The remainder of this paper is organized as follows. In
Section 2, we review the existing work on user intention of
web page search. In Section 3, we discuss user intention of
image retrieval. In Section 4, we propose an approach which
can detect small-granularity query topic intention. In Sec-
tion 5, we report and discuss the experimental results. We

conclude this paper in Section 6.

2. Related Work

In this section, we give a brief review of the existing work
on user intention in web page search to illustrate that which
issues are discussed on the topic of user intention and con-
cerned by researchers. Ref.[1] provides a detailed survey on
this topic. The research in the area can be addressed into
two classes: “topic” and “intent” [1].

For mining user intention of a given query, on one hand
query topic classification is to identify a query as belong-
ing to one or more categories from a predefined taxonomy.
For example, a query of “uefa euro 2012” belongs to a cate-
gory of “sports/soccer”. Some query topic taxonomies have
been proposed, e.g. in Ref[2], Li et al. used 67 categories
with seven major categories, such as “computer/hardware”,
“computer/software”, “entertainment/music”, “living/food
and cooking” and so on.

On the other hand, query intent classification is to de-
tect the underlying intents of user interactions with search
engines. There are relatively fewer work concentrating on
query intent classification than query topic classification in
web page search. The state-of-art research divided the un-
derlying intents of user interactions with search engines into
three categories [1], [3]: “navigational”, “informational” and
“transactional”. For example, navigational intent is to go
to a specific website; informational intent is to gather infor-
mation from one or more web pages. Jansen et al. [3] found
that up to 75% of web queries are single faceted in nature
and can be classified into one of the three categories, 80% of
the queries are informational in nature.

Several methods have been proposed to automatically clas-
sify queries according to their intent. The trends of methods
for query intent classification is to mine web search engine
log [3], [4]. A state of art method to model the search engine
log is query-flow-graph model [5].

3. User Intention in Image Retrieval

In this section, referring the research in web page search,
we discuss user intention in image retrieval on both dimen-
sions of query topic classification and query intent classifi-
cation. In each subsection, we review the existing work in
image retrieval first and then discuss how to make a system-
atic taxonomy for it.

3.1 Query Topic Classification

In contrast to many existing work on user intention in web
page search, the work on user intention in image search are
relatively fewer. In these work, most of them are actually ma-
jor in query topic classification if referring the term from user
intention in web page search, although they are also named

as user intention. For example, Tang et al. [6], [7] proposed



approaches based on a taxonomy with topic intention like
“object”, “scene”, “portrait” and so on. We summarize the
topic intention they use in Table 1.

These taxonomies with five categories has big-granularity
topic intention. However, to further describe and detect user
intention, we need topic intention with different granulari-
ties, specially with small-granularity.

Table 2 shows two examples with smaller granularity on
topic intention. In the first example, for query “apple”, the
target image of a user may be a “fruit” or a “laptop”. The
possible target images have different concepts and are from
different categories. The second example has smaller granu-
larity than the first example, for query “horse”, all these pos-
sible target images have the same brief concept of “horse”,
they are just different on other detailed concepts.

When a user uses a keyword query of “horse” to search
images, the topic intention can be “black horse”, “zebra” or
“horsemanship”. Besides such description with single con-
cept, topic intention of a query can also be represented by
more complex description, such as “a black horse running on
a farm”. Traditional image retrieval methods do not con-
sider detailed query topic intention. When they evaluate the
methods, for a “horse” query, all “horse” images are regarded
as good results.

We divide the granularities of topic intention into three
levels, “big”, “middle” and “small”. Table 3 shows some ex-
amples of this three levels. This is not a strict classification.
It is to give an intuitive presentation of different granulari-
ties. We propose an approach which can detect the small-
granularity topic intention as well as middle-granularity and
big-granularity topic intention in Section 4.

There are two solutions to meet this requirement. One
is to provide results with diverse intents to satisfy as many
users as possible. The second is to detect atom user intention
dynamically and provide specific results for different users.

3.2 Query Intent Classification

There are only a few work on query intent classification in
image retrieval. Because the motivations of users for search-
ing web pages and images are not same, the taxonomies of
query intent classification proposed for web page search can-
not be used for image retrieval without adaptation [8]0 [10].
Lux et al. therefore propose a series of work on this issue.

They first make an exploratory study in Ref.[9] on the
relationships between user intents and their browsing behav-
ior including viewed photos and duration of a task. They
design ten different search tasks with different intents and
ask users to construct queries following these tasks by them-
selves. The intent taxonomy in this work is still same with
the one in web page search. Based on the analysis of the log

file, they conclude that only a small part of queries contain

explicit intents; user intents may be related to the browsing
behavior; the intent taxonomy presented in existing work on
web page search is not sufficient for multimedia search.

After that, they propose a work in Ref.[8]. They clas-
sify user intents based on browsing behavior using num-
ber of viewed photos, number of click results, and duration
of a task. They dynamically adapt the results presenta-
tion based on different intents. The intent taxonomy they
use is navigational, informational-directed, informational-
undirected, transactional. The results presentation include
list /grid view, ordered by relevance/interestingness, and ad-
ditional filtering rules. They do not give any technology de-
tails on how to classify the intents. When the image results
are presented by grid, it is difficult to know how many im-
ages have been viewed before the user clicks. There is also no
re-ranking process in this work, they only change the results
presentation.

Finally, they propose a special taxonomies for image re-
trieval in Ref. [10].
follows: they do not divide TBIR and CBIR which causes

that the definitions of categories and category overlaps are

The disadvantages of this work are as

ambiguity; the samples they raise do not follow or match
their definitions exactly; they only consider single aspect
and cannot explain some characteristics of user intents in
image retrieval on other aspects, such as range and number
of images, modality of query and information need, semantic
relevance degree between target and query, and so on.

For example, in their taxonomy, their define “mental im-
age” as matching the retrieved images to the mental image.
We think that their “mental image” is CBIR because they
announce that: it is by visual analysis and image seman-
tics; there is not overlap between “mental image” and “nav-
igation” because a search goal is either to find the image
by content or by semantics. But their sample for a cate-
gory overlap based on “mental Image” is “searching for a
background image for your cell phone” which is not CBIR.
Another example is that they define “navigation” which is
TBIR as “the user knows about the existence of the image,
but its content is unknown”. They also define the case of
“the user knows how the image content looks like” as be-
longing to “Mental Image” which is CBIR. Therefore, there
is no category to describe the case of “the user knows how
the image content looks like and uses TBIR to search it”.

We propose a systematic taxonomy considering query
modality and characteristics of image retrieval. Table 4 and
5 illustrate the taxonomy in the case of TBIR and CBIR
respectively.

This taxonomy is approach-oriented. It means that dif-
ferent classes should be solved with different approaches.

Therefore there is no categories like “transaction” in web



Table 1 Existing Work on Query Topic Classification in Image Retrieval

Ref.

(6] Scene, Object, People, Portrait, General

Query Topic Intention

Scenario
CBIR

[7]  General Object, Object with simple background, Scene, Portrait, People TBIR, Query Expansion

Table 2 Examples for Query Topic Classification in Image Retrieval

Query 1

apple

Topic

Possible Target Images

Query 2

horse

Topic

on farm horsemanship

Table 3 Topic Intention on Different Granularities

Level Description
Big Image Property
Middle Brief Description
Small

Example
Scene, Object, Portrait
Fruit, Laptop, Shop

Detailed Description Black Horse, on farm, horsemanship

Table 4 Query Intent Classification for TBIR

Class
Single Target

Description

I want to search a specific image

Example

mascot of Olympics 2012
the cd cover and booklet of Mendelssohn’s Violin

Concerto in E minor by Itzhak Perlman

Simple Collection

I want to search some images in one facet or one topic

Kiyomizu Temple
Ipad2
Michael Jordan

I want to search some images in multi-facets or

Complex Collection . .
multi-topics or for a task

Tour in Kyoto (images of various tourist attractions
in Kyoto)
Apple Products
Famous Basketball players

Multimedia Information

Tour in Kyoto (image collections, travel notes, travel

I want to search the images and related description

route recommendation, hotel)
Ipad2 (images, product introductions, comments,

prices in stores)
Michale Jordan (images, biography, news, interview)

page search which means users want to download images.
Users search the images they want, whether download or
not is based on their further purpose. It is independent with

other user intents and the usage of search approaches.

4. Small-Granularity Query Topic Inten-
tion Detection

In section 3, we have discussed user intention in image re-
trieval. In this section, we focus on the issue of how to detect

query “topic”. The other dimension of user intention, how to

detect query “intent”, is not yet discussed in this paper. We
utilize the approach we propose in[12] to detect the small-
granularity query topic intention. Note that our approach
can also handle middle granularity and big granularity.

We propose a re-ranking approach utilizing visual and tex-
tual information of images and user relevance feedback [12]
to detect topic intention on different granularities and im-
prove the image search results. We construct a graph model
based on the images and related textual information. When

users label relevance feedback instances on the initial image



Table 5 Query Intent Classification for CBIR

Class Description

I want to search some image which

Semantic Consistency

are visual similar to the query image

Example
Query: a ”horse” image

Target: ”horse” images

I want to search some images which

Semantic Relativity

image but related to the query image

are not visual similar to the query

Query: a ”horse” image
Target: some ”zebra” images
some ”cow” images
some ”farm” images

some ”horsemanship” images

query

negptive
_ _ _| User Relevance
- Feedback

‘ flower ‘ horse | farm ‘ fence ‘ bird ‘ cat ‘carino ‘

Figure 1 Scenario for the Discussion of Query Topic Intention

search results to represent their query topic intention. We
propagate the information including query topic intention
through the edges of the graph so that these information
can reach the possible target images that users prefer. Then
these target images are upgraded to higher rank positions.

4.1 Formulation

Without loss of generality, we define and formulate the
following scenario for this discussion. We utilize the images
from Flikcr which is a social image hosting websites on which
users can upload, tag and share their images. The textual
information we utilize here is the social tags of images. We
define a scenario with Flickr, CBIR and social tag. The case
of other image sources, TBIR, other textual information can
also be formulated in a similar way.

For a given query image ¢, a content-based image retrieval
method computes the top-n content-based similar image re-
sults A = {a1,--
Siq be the similarity between ¢ and a;. We regard A as the

-,an} from a social image database D. Let

candidate image set and the social tags T = {t1, - ,tm}
of images in A as the candidate tag set. We define 7,; as
the tag set of each image a; € A. Users can select relevance
feedback instances from A and 7. We define RF 4 and RF7
as the social image and tag relevance feedback instance sets.
Our task is to re-rank the image set .4 with both the tag set
T and the relevance feedback set RF 4 and RFr. Figure 1
illustrates our definition.
4.2 Image-Tag Relationship Model

To leverage both visual information of social image and

textual information of social tag for re-ranking, we construct
a graph model, shown in Figure 2, with the candidate sets A
and 7 for analyzing image-tag relationships. The vertices of
the graph model denote social images and their tags. Note
that query image ¢ contains no textual information.

The edges of the graph model denote the relationships
among images and tags. There are three kinds of image-
tag relationships: image-to-image relationship, tag-to-tag re-
lationship, and image-to-tag annotation relationship. The
first two kinds of relationships reflect the intra-relationships
among images or tags. The third relationship reflects the
inter relationship between images and tags.

4.3 Our Propagation-Based Approach

Following the image-tag annotation relationships in the
graph model, we propagate the rank scores of images in A
and tags in 7 along the links between images and tags. We
observe a phenomenon that for an image a;, when propa-
gating the rank scores from images to tags, if a; has a high
rank score, its related tags will obtain higher rank scores.
When propagating the rank scores is from tags to images,
if the related tags of a; have high rank scores, a; will ob-
tain a higher rank score. On the other hand, for a tag ¢, it
also has similar phenomenon. Therefore, we naturally arrive
at the following mutual reinforcement assumption: a high-
ranked image for g is one to which many high-ranked tags
point; a high-ranked tag for ¢ is a tag that points to many
high-ranked images. The iterative formulas for computing

the rank scores are defined as follows:

Initialization:
Qo(ai) = ®(vdi), Qolts) = B(td); 0L, <1
Tteration:

Qet1(ta) = a®(tds) + (1 =) 32\ 4, er,, (vdi)Qi(ai)
Qr+1(ai) = pP(vdi) + (1 - B) ZVtm=tm€Tai <I>(tdﬂﬂ)Q;c(tnv)
Qie1(te) = B(Qrt1(t2)), Qgr(ai) = B(Qr1(ai))

Qr(ai) — mini{Qk(a;)}
maz;{Qx(a;)} — min; {Qx(a;)}’

®(Qk(as)) =



Figure 2 Image-Tag Relationship Model

Qr(te) — miny {Qx(ty)}
mazy {Qr(ty)} — miny {Qr(ty)}

The iteration parameters o and 3 are damping factors. k

(Qk(tz)) =

is the number of iteration steps. We initiate Qf(¢) of tags
with textual descriptors and Qg(a) of images with visual de-
scriptors.  Q} () is the normalized rank score of Qi (-) by
using min-max normalization method.

For a candidate image a;, its image similarity to the query
image is an inherent property. Images that have high simi-
larity can be regarded as more important on the graph. For
a candidate tag t, it is also similar. Therefore we use vi-
sual descriptors and textual descriptors as the weights in the
iterations. These weights represent the importance of these
images and tags on the graph.

We develop a series of rules to add to the basic mutual re-
inforcement process for utilizing multi-modal relevance feed-
back information. The graph model allows such modifica-
tions easy to implement. The key idea is that we mark
relevance feedback instances on the graph, upgrade (down-
grade) the score of positive (negative) instances, and propa-
gate these scores through the links between images and tags,
so that we can refine the rank scores of the related images and
tags using the relevance feedback information. After several
iterations, the relevance feedback information is propagated
to all other related images and tags.

All these rules enforcedly change the value of some terms in
the iteration formulas of the basic mutual reinforcement pro-
cess, while the form of the iteration formulas are not changed.
In the following rules, we use ”+” to denote positive instances
and “-” to denote negative instances.

Rule 1: At the beginning of each round, we use the rank

results of the last round to initialize the rank scores.
l l
0-+—1 = th

where [ is the round number and h is the iteration number
of the previous round.

Rule 2: At the beginning of each round, we change the
value of the visual and textual descriptors of each relevance

feedback instance.

vdy = max{vd;}, vd— = min{vd;},
td+ = max{td,}, td— = min{id,}

Rule 3: We don’t compute the rank scores of relevance
feedback instances. They are fixed to current maximum

(minimum) scores in the candidate set.
Qi(a+) = max Qx(a), Qi(a-) = min Qk(ai),
Qi(t4) = max Qu(ts), Qu(t-) = min Qu(t.), 0k <h

With these rules, positive instances can contribute more
scores in the propagation and refining process so that their
related images and tags can gather more scores and be ranked
higher; negative instances can only contribute fewer scores so
that their related ones can gather fewer scores and be ranked
lower.

4.4 Small-Granularity Detection

In this subsection, we describe how our re-ranking ap-
proach handle the issue of query topic intention in social
image retrieval on small topic granularity.

Figure 3 illustrates an example. Following the “horse”
query in Table 2, we add another “horse” image to describe
this issue. When a user labels a “black horse” image as pos-
itive instance, his topic intention is to search for a “black
horse”. Assume that the images has been well tagged, and
these two “black horse” images in this example has been both
tagged with “black”. Then with our approach, in contrast
to other “horse” images, additional information are prop-
agated through the links of positive labeled “black horse”
image, “black” tag and unlabeled “black horse” image. By
this way, the unlabeled “black horse” image can gather more
scores during the propagation and iterations, and so that it
can be ranked higher than other “horse” images which are
not “black horse”. Our approach can also handle topic in-
tention with middle- and big-granularity by the same way.

Furthermore, our approach can not only handle the case of
topic intention description with single concept, but also han-
dle the case with complex description, e.g. “a black horse

running on farm”. In such case, the user intention of the



positive

zebra | ‘ farm ‘

— —
| black | l horsemanship I ‘

horses

Figure 3 Query Topic Intention in Social Image Re-ranking

positive instances is propagated through the edges of the
graph and the nodes of tags “black”, “running” and “farm”.
The images which are related to one or more tags in these
tags will be ranked higher than other images. The images
related three of these tags will be ranked higher than the

images related only one or two of these tags.
5. Experiment

5.1 Experimental Settings

The dataset we used is NUS-WIDE[13]. It was created by
downloading images and their social tags from Flickr. It has
269,648 images and about 425,000 unique original tags. For
images, it provides six types of low-level features extracted
from the images. For tags, the authors of this dataset set
several rules to filter the original tag set. They delete those
tags that have a frequency below a certain threshold; the
low frequency threshold is set to 100. They also remove the
tags that do not exist in WordNet. At the end, they counted
5,018 unique tags. We retain this filtering in our experiment
because it reduces the noises in the tag set.

The evaluation metric used in our experiment is Normal-
ized Discounted Cumulative Gain (NDCG) [14]:

k
NDCG@k = 7, Y (2" —1)/log(1 + j)).
j=1

It is an effective metric for evaluating the rank results with
relevance levels. r(j) is the relevance level of the image at
rank j. Zj is a normalization constant and equal to the max-
imum DCG value that the top-k ranked images can achieve,
such that the NDCG score is equal to 1 for optimal results.

5.2 Traditional Evaluation Method and Middle-

Granularity Evaluation

In traditional evaluation methods for image retrieval do
not consider detailed query topic intention. When they eval-
uate the methods, for a “horse” query, all “horse” images are
regarded as good results.

The images in the image results are labeled with five rel-
evance levels by us, according to their visual and semantic
relevance to the query images. The range of relevance levels

is from 0 to 4: irrelevant (0), weakly relevant (1), partially

Table 6
shows an intuitive example of different relevance levels.

NUS-WIDE provides image annotation ground-truth of 81

relevant (2), relevant (3), and very relevant (4).

concepts for the entire dataset, but it does not appoint a
query sample set or provide ground-truth for content-based
image retrieval. We need to construct these components by
ourselves for our experiments. In our experiments, we ran-
domly choose 100 images as a query image set (from the
entire dataset) for our evaluation. We choose 20 queries in
this query image set as a training set; the other 80 queries
become the testing set. Note that there is no textual informa-
tion available for these images when they are used as queries.
For each query, we re-rank the images in top-n content-based
similar image results, the cut-off size n = 100.

This evaluation can evaluate the approaches on middle-
granularity topic intention such as “horse”. In Ref.[12], a
series of experiments have illustrated that our approach has
better performance than other approaches on this evaluation.

5.3 Evaluation with Query Topic Detection and

Small-Granularity Evaluation

The experiments for this section is still work-in-progress.
We design the experiment in this section. Traditional eval-
uation methods cannot reflect query topic intention of atom
user and therefore cannot be used here. We need to design
special evaluation method for atom user intention.

Sakai et al. propose an evaluation method for evaluating
user intention [11]. However, their method cannot be uti-
lized here. One reasons is that they focus on navigational
and informational intents which refer to query intent detec-
tion. The other reason is that their method is proposed for
evaluating the diversity. An approach performs better if its
results can cover more potential intention of different users.
In our case, we evaluate whether an approach can generate
results for atom users. It means that for different users, it
needs to generate different results.

We use TBIR for this evaluation. We first select 20 con-
cepts on middle-granularity level to construct the queries,
e.g., “horse”, “apple”, “sky” and so on. For each query , we
set 5 different cases to simulate different small-granularity

topic intention. In each case we select a concept on small-



Table 6 Sample of Relevance Levels for NDCG in Traditional Evaluation Method

Query

Relevance Level

Image Samples

= —— o
2 s F

Table 7 Sample of Levels for NDCG in Small-Granularity Topic Intention Detection

Query Topic Intention
horse black horse
NDCG Level
granularity level, e.g., “black”, “zebra”, “horsemanship”,

and so on. In total, we get 100 test cases.

We still use the metric of NDCG for evaluation. However,
the rule of labeling the results is different. The images in the
image results are labeled with six levels by us, according to
their semantic relevance to the query images and the topic
intention in the test case. The range of relevance levels is
from 0 to 5: irrelevant (0), weakly relevant (1), partially rel-
evant (2), relevant (3), very relevant (4), and very relevant
and match the topic intention (5). Table 7 shows an intuitive

example of different levels.
6. Conclusion

In this paper, we provide a discussion on user intention
in image retrieval by referring the existing work on user
intention in web page search. On the other hand, we fo-
cus on query topic intention in image retrieval with small-
granularity while existing work on query topic intention use
big-granularity topic intention. We propose a re-ranking
approach based on multi-modal relevance feedback to de-
tect small-granularity topic intention and improve the image

search results.
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