An Improved Label-bag based Graph Anonymization based on Utility
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Abstract Privacy concerns in publishing graph data, such as social-network graphs, have been gaining much public attentions in recent years due to the growing demands for publishing graph data containing privacy. So far, there have been lots of researches focusing on a labeled graph anonymization problem that is more applicable and since more difficult than that in unlabeled situations. In this paper we address the K-anonymity problem in edge-labeled graphs based on the label-bag model. We provide efficient greedy algorithms and evaluate them by experiments on both synthetic and real data. Further we extend the algorithm considering other utility measurements and show that our algorithm can be applied to varied utility metrics.
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1. Introduction

Social networks (SNs) have shown remarkable development in recent years. Due to the rapid proliferation of SNs, there is a growing concern in privacy. SN data publishing is one of the main channels for privacy breaches. SN data owners, such as Facebook and LinkedIn, sometimes have responsibility to publish their data for various purposes. In this case, transforming data in such a way that privacy information is not released is important. Such data transformation is called "anonymization".

In many cases, SN data is represented as a graph $G = (V, E)$, where vertices ($V$) represent entities and edges ($E$) represent relationship between them. To model more complex information, a graph may have labels on vertices and/or edges that describe the attributes of entities or properties as shown in Figure 1.
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Figure 1 Social Network Graph

By having access to this graph, adversaries, with their existing knowledge about some involved entities (i.e. Bob has 3 friends), can gain more information such like that node 3 is representing Bob and he is an instructor (since node 3 is the only node with degree 3 in this graph). To prevent
the privacy of the entities from being violated, an appropriate graph anonymization method is needed to sanitize the original graph before publishing.

Varied anonymization methods have been proposed to retrieve the privacy requirement and to realize it with minimum extra information added becomes a challenging task. The concept utility is then proposed to measure the information loss during data publishing. Therefore most researches aim to solve the anonymity problem with the least information loss, or the largest utility, within extent privacy level.

In this paper we address the K-anonymity problem of edge-labeled graphs based on the label-bag model. Since it has been shown that the problem is NP-hard [4], we provide heuristic methods based on edge-addition in which we try to include the utility measurement as well. Additionally, we evaluate the effectiveness of our proposed scheme in some experiments.

The rest of this paper is organized as follows. Section 2 introduces some related works and we formalize the problem in Section 3. Section 4 gives the proposed methods and some discussion of utility measurement is involved in Section 5. We show the results and analysis of experiments in Section 6 and make a conclusion in Section 7.

2. Related Work

Privacy-preserving graph publishing is to transform a graph into another in such a way that adversaries with certain background knowledge cannot get the identity and cannot re-identify the entities and/or relations. So far, there have been lots of methods proposed to address the graph anonymization problem.

This problem can be categorized into several classes according to the graph model and quantity of knowledge that adversaries are assumed to have. The main part of researches are focusing on anonymizing structural information. These methods can be roughly divided to two categories: unlabeled graph anonymization [2] [3] [6] [10] [11] [12] [13] and labeled graph anonymization [4] [7]. Labeled cases can be further divided according whether vertices or edges (or both) are labeled. Most early works focus on unlabeled or vertex-labeled cases. Sweeney [2] gave the early idea of K-anonymity by replacing the identifiers of published data. Liu [3] defined the K-degree anonymity. This work was assuming that only the degrees of certain vertices are known by the adversary. Zhou [6] considered neighborhood attacks of a certain vertex and is extended by Tripathy [13], who assumed the adversaries having more information beyond 1-neighborhood knowledge. Later researches such like K-automorphism [10] and K-symmetry [12] proposed models with stronger privacy assurance on the whole structure property of graphs. Cheng [11] further discussed the K-isomorphism situation with consideration on link information. Recent years, attentions were paid on edge-labeled problems like Yuan [7] and Kapron [4].

In terms of the anonymization methods used, there are proposals focusing on edge addition/deletion [3] [4] [6] [11] [18], vertex/edge addition [12] [16], vertex generalization [14], edge label generalization [7] and class/cluster-based method [1] [13]. In terms of the attack model, there are models focusing on entity re-identification like [2] [3] [12], link re-identification like [8] [20], or many others considering both sides such as [7] [11]. Other approaches may be related to active attacks like Backstrom [5], in which attackers may change the data.

Our work is inspired mainly by [4] [7]. However, we focus on edge addition operation instead of label generation methods in [7] that is essentially a direct extension from unlabeled models. The core idea of [7] is to realize K-degree anonymity and generalize edge labels, which introducing a lot of noises (noticing that in the early grouping and addition steps, edge labels are not taken into consideration).

In some cases we may have restrictions not to modify the edge labels. Kapron [4] gives defined label sequences instead of degree sequences and proved that finding a result for the label sequence based anonymization problem with minimum cost is NP-hard when \( K > 2 \). What is more, this result can be used to prove the NP-hardness of some previously defined anonymization problems in unlabeled situations: K-neighborhood [6], i-hop anonymity [13] and k-symmetry [12].

It can be easily understood that an applicable algorithm for the label-graph anonymization problem can be applied to unlabeled graph situations with very slight modification. However in [4] only the algorithm for bipartite graph with \( K = 2 \) is given, which belongs to \( P \). For this reason, in this paper, we provide greedy algorithms based on label-graphs. Formal definition of the problem is given in the next section.

3. Problem Definition

Now we formally definition the label-bag based graph anonymization problem. The definition of label-bag (LB) is as follows:

**Definition 1.** label-bag (LB): A label-bag is a multi-set of labels. For a vertex \( v_i \), LB\(\_i \) is the set of all labels on edges which have one end point of \( v_i \).

With the definition of a label-bag, we can define the concept of label-bag based K-anonymity.

**Definition 2.** label-bag based K-anonymity (LB K-anonymity): Given an simple edge-labeled graph \( G \) and integer \( K \), for any vertex \( v \) in graph \( G \), there exists at least \( K-1 \) vertices with the same label-bag.
In the definition, a simple graph means an undirected graph without self-loop or multi-edges. For example, Figure 2(b) is an anonymized version of the original graph in Figure 2(a) by replacing identifies (names) with meaningless arbitrary unique numbers. The label-bag of vertex 2 and 3 in Figure 2(b) is \{a, b\} and \{a, b, b\} respectively (In the following of the paper, we may use strings like 'ab' and 'abb' to represent the label-bag just for simplicity).

Then we are able define the label-bag based anonymization problem. As have been mentioned, besides privacy requirements, another necessary task of privacy-preserving data publishing is to assure the usefulness of resulted anonymized data. There is a need to include the measure of information loss to the process of solving such kind of problems.

**Definition 3.** LB K-anonymity problem: Given a simple edge-labeled graph \(G = (V, E)\) and an integer \(K (K \geq 2)\), the LB K-anonymity problem is to construct a graph \(G' = (V, E \cup \Delta E)\) such that \(G'\) satisfies LB K-anonymity condition with the minimum information loss.

**Definition 4.** LB K-anonymity problem 2: Given a simple edge-labeled graph \(G = (V, E)\) and an integer \(K (K \geq 2)\), the LB K-anonymity problem 2 is to construct a graph \(G' = (V, E \cup \Delta E)\) such that \(G'\) satisfies LB K-anonymity condition and makes \(|\Delta E|\) minimal.

The above definition is modified from that of [4]. Here we use the term "label-bag", since we do not consider the order among labels, whereas "label sequence" is used in [4]. It is easily to find that Definition 4 is just an extension of Definition 3 by specify the measurement as "make \(|\Delta E|\) minimal". Making the number of added edges minimum is not a restricted condition in all LB K-anonymity problems. For example, the sum of degree difference of all vertices is also a possible criteria even with the same edge addition/deletion setting, although it is essentially equivalent to the number of added/deleted edges (see [3] for more details). In the rest paper, we assume Definition 4 as our main topic.

Figure 2(c) shows how to make a graph LB K-anonymized by adding edges to graph \(G\) in Figure 2(b). \(G'\) satisfies LB K-anonymity for any \(K \leq 4\). Note that only edge addition is allowed in this problem setting. In other words, we do not consider other operations, such as edge deletion or perturbation.

### 4. LB K-anonymity

As already mentioned above, the LB K-anonymity problem is NP-hard. So we propose a two-phase heuristic algorithm.

Figure 3 shows the overview of our method. First we divide the input vertex sets into several groups and check if the LB K-anonymity condition is satisfied. If so, the result would be output. Otherwise, we move to the second edge-addition phase. The second phase is iterated until the LB K-anonymity condition is satisfied. Here a new term called TLB is used to record the graph state, which will be explained later. Details of each phase will be introduced in sections 4.1 and 4.2 respectively. Now we give some definitions used in the algorithm introduction.

**Definition 5.** target label-bag (TLB): For each group \(g_m\), TLB \(_m\) is the ideal LB that all members in this group are supposed to reach.

**Definition 6.** residual label-bag (RLB): For every vertex \(v_i\), RLB \(_i\) is the difference between TLB \(_m\) and LB \(_i\), where \(v_i\) belongs to group \(g_m\).

Definitions 4 and 5 define two different kinds of label-bags, one for an anonymous group while the other for a vertex. The following equation shows how to compute the TLB \(_m\) for group \(m\).

\[
TLB_m = \sum_{i \in g_m} LB_i
\]

Here an operation "+" combines two label-bags and gives the union of two multi-sets. For example, 'aa'+'ab'='aab' and 'aab'+'bb'='aabb'. In other words if a 3-size group contains vertices with label-bag 'aa', 'ab' and 'bb', we can tell...
the TLB for this group is ‘aabb’.

The equation below shows the way to calculate RLB. Also this is the relationship between TLB and RLB.

\[
RLB_i = TLB_m - LB_i
\]

Here the operation "−" means to compute the label-bag that belongs to \(LB_i\) but not \(LB_j\).

4.1 Grouping

The first phase is to divide the vertices into several non-overlapping subsets called anonymous groups. We utilize the TLB as a measurement to result in good grouping. Two different algorithms are used.

First is the feature based grouping algorithm. This algorithm represents a sequential scan to all vertices. Within each step, the vertex with least TLB increase is chosen to be added to group \(g\) until it reaches the pre-defined group size. Algorithm 1 shows the pseudo code of feature based grouping.

**Algorithm 1 Feature based Grouping**

**Input:** Graph \(G = (V, E)\), strategy \(s\)

**Output:** Grouping \((g)\)

1. \((g) \leftarrow \text{empty};\)
2. for \(m = 1\) to \(s.numOfGroup(m)\) do
3.    \(TLB_m \leftarrow \emptyset\)
4.    for \(i = 1\) to \(|g_m|\) do
5.       find \(v\) in \(V\) with least \(|TLB_m|\)
6.       insert \(v\) to group \(g_m\)
7.    \(TLB_m = \text{ComputeTLB}(TLB_m, LB_i)\)
8. end for
9. end for

Since the edge addition procedure highly depends on the previous stage and the property of a grouping strategy would have great influence to the final cost, a more effective grouping algorithm is need. Inspired by clustering approaches like Campan [9], we give a clustering based method shown in Algorithm 2.

**Algorithm 2 Clustering based Grouping**

**Input:** Graph \(G = (V, E)\), integer \(K\)

**Output:** Grouping \((g)\)

1. \((g) \leftarrow V;\)
2. while \(|V| > K\) or no more merging do
3.    Merging two closet clusters with condition \(C\);
4. while
5.    \((g) \leftarrow \text{GroupAdjust}((g))\)

Here condition \(C\) refers to: Any clusters with size larger than \(K\) are not further merged. Considering that traditional clustering methods have no restrictions on cluster sizes, this condition can effectively help to reduce the average cluster (group) size and avoid bias clustering result.

Figure 4 Algorithm Overview

A prototype-base hierarchical clustering method is used. The group set is initialized with vertex set \(V\) and we keep merging the closet clusters. Distance between two cluster is defined as:

\[
\begin{align*}
\text{Dist}_1 : & \quad Dist(g_m, g_{m_j}) = |TLB_{m} - TLB_{m_j}| \\
& \quad + |TLB_{m_j} - TLB_{m_i}| \\
\text{Dist}_2 : & \quad Dist(g_{m_i}, g_{m_j}) = \text{Dist}_1 * (|g_{m_i}| + |g_{m_j}|) \\
\text{Dist}_3 : & \quad Dist(g_{m_i}, g_{m_j}) = (TLB_{m_i} - TLB_{m_j}) * |g_{m_j}| \\
& \quad + (TLB_{m_j} - TLB_{m_i}) * |g_{m_i}|
\end{align*}
\]

The function in last line would be responsible for the situation when only one cluster is under size \(K\) while it cannot be merged to any other one according to condition \(C\). In that case, we can merge this cluster with a previous cluster which would results in minimum increase to the original value of \(|TLB|\).

4.2 Edge Addition

After we have assigned vertices to groups, before we start to add edges to make all groups satisfying the anonymity condition, value of TLB for each group and RLB for each vertex need to be calculated for later use. Figure 5 is an example showing grouping result of graph in Figure 4(a), through feature based grouping algorithm.

As described in Figure 3, two steps are performed to achieve final LB K-anonymity state. Firstly we check all unconnected pairs of vertices with a common label in their RLB. We can find that both vertices 7 and 9 in Figure 5 have a label ‘b’. So, an edge can be added in between (Figure 4(b)). However, it is impossible to add an edge of label ‘a’ to vertices 4 and 8 since there already exists one and
we cannot find any other pairs. In this situation, procedure $\text{TLBAdjustment()}$ is conducted as shown in Figure 4(c), we increase the TLB of group 1 by ‘a’ and succeed to find vertex pair 8 and 9. We follow this route until all nodes satisfy the condition that $\text{TLB} = \text{LB}$.

Although it seems impossible to expect number of pairs being found in the next iteration of $\text{GreedyEdgeAddition()}$, same characteristics can help to find a better candidate group for $\text{TLBAdjustment()}$, like group 1 in the previous case. The following few factors are thought to be meaningful when selecting a candidate group: (1) average degree of the group; (2) average $|\text{RLB}|$ value; (3) connectivity to those vertices with large $|\text{RLB}|$ and (4) connectivity with other group members.

The first factor is straightforward since vertex with larger degree can be more difficult to be wired with others. However most real-data of social network is so sparse that make the influence of this factor relatively slight. The last two factors mean the possibility vertices of the candidate group can be wired to other vertices. They are quite effective but is expensive to calculate. In all, a strategy combining factors (2)(3)(4) is used in our algorithm: sort all groups in descending order of their values of total $|\text{RLB}|$ values while excluding those with low connectivity.

By carefully choosing the candidate group, the algorithm can terminate in finite time (unless the situation of no answer and need to be solved by other means like adding noise nodes, which is beyond the range of this paper).

5. Improved Algorithm on Utility

Method introduced above focus on edge-labeled K-anonymity problem under the goal of less number of edges added. Nevertheless, in order to retain varied characteristics of the original graph, other utility measurement should be included. So in this chapter we introduce some other utility metrics an how their can be applied to our LB K-anonymity model.

In terms of the social network data, some of the graph properties are of interest. Most of them are basic graph properties as introduced in [14]: degree, path length, transitivity and so on. The other kind is related to the answers to queries like [7] and [20].

The utility metrics used in our paper are belonging to the first category as follows:

(1) Degree Distribution and Label Distribution. They are the measurement of degree and label property of graph data. EMD value (Earth Mover’s Distance) [19] is used to measure the difference between two distributions. We adapt this concept to our research to calculate EMDD (EMD for degree) and EMDL (EMD for label). According to [19], having two signature (distributions) $P = \{(p_1, w_{p_1}), ..., (p_m, w_{p_m})\}$, $Q = \{(q_1, w_{q_1}), ..., (q_n, w_{q_n})\}$, Earth Mover’s Distance is defined as

$$EMD(P, Q) = \frac{\sum_{i=1}^{m} \sum_{j=1}^{n} d_{ij} f_{ij}}{\sum_{i=1}^{m} \sum_{j=1}^{n} f_{ij}}$$

where $d_{ij}$ and $f_{ij}$ represent the distance an flow between cluster $p_i$ and $p_j$. This model is applied to network graph scenario by [17] in the following way. Let the attribute domain of numerical values be $\{v_1, v_2, ..., v_m\}$ and $r_i = p_i - q_i, (i = 1, 2, ..., m)$, the EMD value can be calculated as

$$EMD(P, Q) = \frac{1}{m-1} \left(\sum_{i=1}^{m} |r_i| + \sum_{i=1}^{m} r_i \right)$$

In our case, to calculate EMDD, let Distribution $P = \{(d_1, p_1), (d_2, p_2), ..., (d_m, p_m)\}$, $Q = \{(d_1, q_1), (d_2, q_2), ..., (d_m, q_m)\}$, having their degree sequences sorting in ascending order. Here $p_i (i = 1, 2, ... l)$ and $q_j (j = 2, ..., n)$ means the weight of each degree $d_i$ and $d_j$ respectively. Let $m = \max t, n$, the common degree domain can be expressed as $\{d_1, d_2, ..., d_m\}$ while formula 5.2 can be used directly.

Similarly, in case of EMDL, let $\{l_1, l_2, ..., l_m\}$ be the label domain makes formula 5.2 applicable.

(2) Shortest Path Distance (SPD). This is a widely used measurement in graph theory which means sum of weights of shortest path between two vertices. We utilize the average shortest path distance (ASPD) and calculate it through the famous Floyd-Warshall algorithm [22].

The Floyd-Warshall algorithms compares all pair of vertices’ paths in a graph with complexity of $O(N^3)$. The idea of this algorithm can be expressed by the following recursive equation.

$$SPD(i, j, k) = \min\{SPD(i, j, k - 1), SPD(i, k, k - 1) + SPD(j, k - 1)\}$$

By computing this for all $(v_i, v_j)$ pairs and for $k = 1, 2, ..., |V|$, we are able to get average shortest path distance by

$$\text{ASPD} = \frac{1}{|E|} \sum_{e \in E} \sum_{|e|} SPD(v_i, v_j)$$
Clustering Coefficient (CC). This is a measure of how vertices in a graph tend to cluster together. Again we use the average local clustering coefficient (ACC) as a criterion.

Clustering coefficient can be roughly divided into two categories: global clustering coefficient and local clustering coefficient. Though they differ in definition, the core idea is to measure the ratio of k(edges) | vertices]. Suppose for a vertex \( v_i \), its neighborhood \( N_i \) is defined as \( \{ v_j | e(v_i, v_j) \in E \} \), then \( E_{N_i} = \{ e(v_j, v_k) | v_j \in N_i, v_k \in N_i \} \) represents all the edges between vertex \( i \)'s neighbors. The local clustering for vertex \( v_i \) is defined as follows.

\[
CC_i = \frac{|E_{N_i}|}{|N_i|(|N_i| - 1)} \quad (10)
\]

We can directly derive the formula for average clustering coefficient as

\[
ACC = \frac{1}{|V|} \sum_{i \in V} CC_i \quad (11)
\]

Applying these utility measurements to anonymization algorithms is very simple, the only difference is in the edge addition step. Note that in the original method (without utility consideration) introduced in Section 4, we decide a match whenever two vertices share a common label in RLB and has no conflict of edge addition. While in new algorithm we tend to choose the candidate match with highest utility. To achieve this we compute the utility score for every pair of match before decision.

**Algorithm 3** Edge Addition Algorithm with Utility

**Input:** Graph \( G = (V, E) \), integer \( K \), Grouping \( \{ g \} \), Utility Metric \( C \)

**Output:** LB K-anonymity Graph \( G' = (V', E') \)

1: \( \{ TLB_m \} \leftarrow \text{GetTLB}(\{ g_m \}) \)
2: \( Q \leftarrow \{ v | cRLB_i(l) > 0 \} \)
3: sort \( Q \) in descending order of \( cRLB_i(l) \)
4: for each \( u \in Q \) do
5: \( \text{minCost} = \text{INFINITY} \)
6: \( vv \leftarrow \text{NULL} \)
7: for each \( v \in Q, v \neq u \) do
8: if \( e(u, v) \) && (RLB_a \cup RLB_b \neq \emptyset) then
9: \( \text{cost} = \text{Compute}(C, u, v) \)
10: if \( \text{cost} < \text{minCost} \) then
11: \( \text{minCost} = \text{cost} \)
12: \( vv \leftarrow v \)
13: end if
14: end if
15: end for
16: if \( \text{minCost} \neq \text{INFINITY} \) then
17: add edge between \( u \) and \( vv \)
18: end if
19: end for

Algorithm 6 is the description of GreedyEdgeAddition() function considering utility metrics. The utility metric \( C \) could be either metric be introduced above.

The new method considering utility metrics will bring extra execution expense, especially for case of ACC \( (O(N^2) \) complexity) and ASPD \( (O(N^3) \) complexity). We evaluate resulted utility scores of this method in the next section.

6. Experiments

We conduct a series of experiments to evaluate the efficiency and effectiveness of our algorithm. Experiments are conducted in environment as Table 1.

<table>
<thead>
<tr>
<th>Experimental Environment</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CPU</strong></td>
</tr>
<tr>
<td><strong>Memory</strong></td>
</tr>
<tr>
<td><strong>Language/Compiler</strong></td>
</tr>
</tbody>
</table>

Since social network is well-modeled by the small world graph, we use the Small World Graph generated by [23] as the synthetic data. Figure 6 and Figure 7 are the results on variant of anonymity level parameter \( K \) and number of labels \( L \) in 500 size synthetic dataset. Both of these parameters are positive correlated to the total cost. In case of parameter \( K \) (fixing \( L \) as 3), clustering based method, especially the one with distance metric 3 has good result in relative small \( K \) values. While feature based algorithm performs best in larger \( K \) situations. In terms of labels \( (K = 5) \), similarly the feature based algorithm and clustering based algorithm 3 outperform the others.

Table 2 shows the result of dataset-1, extracting from Speed Dating Data[24]. The graph is constructed by 551
vertices, 8368 edges and 2 kinds of labels. The max degree of this graph is 22 and the average degree is around 15. The result is close to that of synthetic data and again reflects that clustering based algorithm with distance metric 3 and feature based grouping algorithm fit for different $K$ values.

<table>
<thead>
<tr>
<th>$K$</th>
<th>Feature based</th>
<th>Clustering 1</th>
<th>Clustering 2</th>
<th>Clustering 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>169</td>
<td>112</td>
<td>117</td>
<td>131</td>
</tr>
<tr>
<td>10</td>
<td>398</td>
<td>309</td>
<td>312</td>
<td>291</td>
</tr>
<tr>
<td>20</td>
<td>664</td>
<td>567</td>
<td>526</td>
<td>540</td>
</tr>
<tr>
<td>50</td>
<td>1259</td>
<td>1325</td>
<td>2239</td>
<td>1820</td>
</tr>
</tbody>
</table>

In result of Table 3 we use a dataset extracted from the co-author network on condensed matter section of arXiv E-print Archive [25]. The graph consists of 16726 vertices and 47594 edges with the number of labels set as 3. Average and max degree are 5.09 and 107 respectively. It can be seen that feature based algorithms outperforms the others since $K$ exceeds 10.

<table>
<thead>
<tr>
<th>$K$</th>
<th>Feature based</th>
<th>Clustering 1</th>
<th>Clustering 2</th>
<th>Clustering 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1730</td>
<td>1871</td>
<td>1740</td>
<td>1628</td>
</tr>
<tr>
<td>10</td>
<td>3212</td>
<td>3779</td>
<td>3317</td>
<td>3063</td>
</tr>
<tr>
<td>20</td>
<td>5207</td>
<td>6864</td>
<td>6053</td>
<td>5706</td>
</tr>
<tr>
<td>50</td>
<td>10337</td>
<td>16502</td>
<td>12450</td>
<td>11629</td>
</tr>
</tbody>
</table>

Figure 8 shows the execution time of 2 phases for each algorithms applied to real dataset-1. Since the edge addition time is relatively small to that of grouping, to choose the feature based algorithm is more efficient.

Table 4 and 5 compare the results of methods considering utility with previous one on the 3 real datasets. Row with label "original" is the baseline that contains all utility scores of resulted LB K-anonymity graph by using method without considering utility metrics. Following are several lines each representing the results by applying different utility measurements.

### Table 4 Real Dataset-1 using utility metric

<table>
<thead>
<tr>
<th>Applied Utility</th>
<th>COST</th>
<th>EMDD</th>
<th>EMDL</th>
<th>ACC</th>
<th>ASPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>original</td>
<td>169</td>
<td>0.0198</td>
<td>0.0074</td>
<td>0.0455</td>
<td>3.2840</td>
</tr>
<tr>
<td>EMDD</td>
<td>169</td>
<td>0.0198</td>
<td>0.0074</td>
<td>0.0431</td>
<td>3.2954</td>
</tr>
<tr>
<td>EMDL</td>
<td>169</td>
<td>0.0198</td>
<td>0.0074</td>
<td>0.0431</td>
<td>3.2954</td>
</tr>
<tr>
<td>ACC</td>
<td>169</td>
<td>0.0198</td>
<td>0.0074</td>
<td>0.0051</td>
<td>2.5269</td>
</tr>
<tr>
<td>ASPD</td>
<td>169</td>
<td>0.0198</td>
<td>0.0074</td>
<td>0.0192</td>
<td>2.7787</td>
</tr>
</tbody>
</table>

In the result of real dataset-1, although EMD based methods do not have any improvement, which probably due to small label size of data, methods using ASPD and ACC result in good utility compared to the baseline.

For the sake of great computation cost, only EMDD and EMDL based metrics are evaluated for the second datasets. In this case both of these two utility metrics have no manifest influence to the results. This is because the low average degree of the whole graph makes the result of a few rewiring not obvious.

### Table 5 Real Dataset-2 using utility metric

<table>
<thead>
<tr>
<th>Applied Utility</th>
<th>COST</th>
<th>EMDD</th>
<th>EMDL</th>
</tr>
</thead>
<tbody>
<tr>
<td>original</td>
<td>1730</td>
<td>0.0018</td>
<td>0.0060</td>
</tr>
<tr>
<td>EMDD</td>
<td>1733</td>
<td>0.0018</td>
<td>0.0060</td>
</tr>
<tr>
<td>EMDL</td>
<td>1733</td>
<td>0.0018</td>
<td>0.0060</td>
</tr>
</tbody>
</table>

### 7. Conclusion

In this paper, we discussed the K-anonymity problem in privacy-preserving data publishing. This is an extension from the unlabeled model and can be applied to many real-world situations. We provide a heuristic algorithm based on label-bag model and realize it in two different ways.

We evaluate them by some experiments on both synthetic and real data. Through the results, it is proved to be efficient and of good utility. Also, we investigate how choices in parameters would influence the cost. In consideration of the problem when there does not exist an answer, we give an algorithm based on noise vertex. An improved method is proposed considering four utility metrics and is proved to be of good utility through experiment results.

There is still a need to improve the edge addition algorithm to guarantee the realization of LB k-anonymity graph in arbitrary condition. To extend our model to utilize edge deletion and label generalization operations are other interesting topics.
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