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Abstract Comparison is an effective strategy extensively adopted in practice. A natural prerequisite step of

comparison is to find comparable entities. In this paper, we propose a novel summarization system to address the

task of automatically generating typical comparable entity pairs given two comparable collection of entities. The

system first apply the idea of typicality analysis to measure the representativeness of each entity. Then, the system

generate a diverse set of typical comparables based on a concise integer linear programming framework. We then

experimentally demonstrate the effectiveness of our system on several Wikipedia categories.
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1. Introduction

Comparison is an effective strategy extensively adopted in

practice for people to discover the commonality and differ-

ence between two or more objects. People can benefit from

such information for needs such as analyzing trends, gain in-

sights about similar situations, making a better decision and

so on. A natural prerequisite step of comparison is to find

comparable entities. What is more, learning from examples

is regarded an effective strategy extensively adopted in the

daily life. Good examples are often more easy to understand

than high-level feature descriptions in learning concepts or

categories of entities. Therefore, given two comparable col-

lection of entities (e.g. list of Japanese cities and United

States cities), it would be very useful to automatically find

a diverse set of comparable entity pairs (e.g. ”Tokyo” with

”Los Angeles”, ”Okinawa” with ”Hawaii”) for such pairs not

only reveal contrastive knowledge, but also are quite under-

standable.

In this study, we propose that comparable entities are en-

tities which have proper comparative aspect (i.e., to what

the entities are compared). For instance, ”Tokyo” and ”Bei-

jing” are comparable for they both serve as the capital of

an Asian country. Note that such aspects can be mentioned

explicitly in text, or be indicated implicitly by semantically

similar context of entities. For example, a comparative sen-

tence ”iPod is superior to cassette in terms of portability”

can clearly describe the high comparability between ”iPod”

and ”cassette”, while the following text

Cleveland Cavaliers won the 2016 NBA finals.

Golden State Warriors Won 2017 NBA Championship.

also contain the evidences of proper comparison between

”Cleveland Cavaliers” and ”Golden State Warriors”. Ex-

plicit comparative text are useful but they do not appear

frequently thus show a limited coverage. To solve this is-

sue, we consider the comparability between two entities as

the similarities of their context. Furthermore, we apply dis-

tributed word embedding technique in order to obtain the

context vector of each entity [12] [13]. Thus the comparabil-

ity of two entities (eA and (eB is computed by:

Comp(eA, eB) = Simcosine(ω(eA), ω(eB)) (1)

where ω(eA) and ω(eB) are the context vector of entities (eA

and (eB , respectively.

The problem of detecting comparable entities is however

not trivial resulting from the following reasons: (1) the input

collections of entities can be very large and may cover a great

amount of latent diverse subgroups. Naturally, only typical

entities should be chosen for comparing. For instance, to

compare mammals with other animals, typical examples of

mammals such as lions should be preferred rather than using

atypical instances like platypuses (which lay eggs instead of

giving birth to live young). This is because typical instances

are usually associated with more representative features and

thus are less likely to cause misleading. However it is diffi-

cult to estimate entity typicality appropriately over a broad

and diverse set of entities. (2) Given the limitation on the

size of output, selecting an optimal subset of both typical

and comparable entities pairs is a very challenging problem

for they should best reveal the overall representativeness and

comparability of selected entities.

To conquer the challenges, we propose a novel summa-

rization system to address the task of generating typical



comparables. First of all, we formulate the measurement

of entity typicality inspired by previous research in psychol-

ogy and cognitive science. To make an entity typical as a

whole in a base set comprising diverse subgroups, it should

be quite representative in a fairly significant member group.

Secondly, inspired by the popular Affinity Propagation al-

gorithm, we propose a concise integer linear programming

framework which detects typical entities (which we call ex-

emplars) and generates comparable pairs from detected ex-

emplars simultaneously. Based on this formulation, the ex-

actly optimal solution can be obtained and validated.

To sum up, we make the following contributions: (1) We

introduce a new research problem of automatically discov-

ering typical comparable entity pairs from two comparable

collections of entities. (2) We then develop a novel summa-

rization system to address this task based on an effective

entity typicality measurement and a concise integer linear

programming framework. (3) we perform extensive experi-

ments on several Wikipedia categories, which prove the ef-

fectiveness of our approach.

The reminder of this paper is organized as follows. We

first survey the related work in Section 2. We formulate our

research problem in Section 3. Section 4 introduces our pro-

posed entity typicality measurement. The ILP formulation

for generating typical comparable entity pairs is presented

in Sections 5. We describe the experimental setup and ex-

periment results in Section 6. We conclude the paper and

outline the future work in the last section.

2. Related Work

2. 1 Comparable Entities Mining

The task of comparable entity mining has attracts much

attention in the NLP and Web mining communities [5] [2]

[6] [3] [4] [1]. Approaches to this task include hand-crafted

extraction rules [8], supervised machine-learning methods [9]

[10] and weakly-supervised methods [6] [2]. Jindal et al. is

the first proposing a typical two-step system in finding com-

parable entities which first tackles a classification problem

(i.e., whether a sentence is comparative) and then a label

problem (i.e., which part of the sentence is the desidera-

tum) [3] [4]. Some following work refines the system by using

a bootstrapping algorithm [6], or extends the idea of mining

comparables to different corpus including query logs [1] [2]

and comparative questions [6]. In addition, comparable en-

tities mining is also strongly related to the problem of auto-

matic structured information extraction, comparative sum-

marization and named entity recognition. Some work lies in

the intersection of these tasks [7] [11].

How is our study related?

To the best of our knowledge, we are the first to focus on

the typicality of extracted comparable entities using the idea

of typicality analysis from psychology.

2. 2 Typicality Analysis

Typicality of entities has been widely discussed in the field

of psychology [29], [30]. Typical entities are usually judged

as ”better examples” of a category. There are generally two

types of determinants of such category representativeness.

One determinant is called the central tendency [27], which is

either one or several existing or imaginary very representa-

tive entity(entities). The typicality of an entity is determined

by its similarities to the central tendency. The other deter-

minant is the stimulus similarity [28]. The more similar an

instance is to the other members of its category, and the less

similar it is to members of the contrast categories, the higher

the typicality rating it has.

Besides, typicality is a concept often modeled using any

of the prototype view [24], the exemplar view [25] and the

schema view [26]. These theories have different prospectives

in the form of the central tendency of the associated cate-

gory. The prototype view proposes using abstract prototypes

to represent a category instead of entities existing in real

life suggested by the example view, while the scheme views

models categories with artificial intelligence knowledge rep-

resentation. In the recent years, the idea of typicality has

also been introduced in areas such ontology design [21], and

query answering [19] [20].

How is our study related?

In this study, we propose a specifically designed typical-

ity measure for our comparable entity identification (CEI)

task. Our typicality measure is in the general spirit of typ-

icality measures in psychology. However, we improve them

by computing the exact answer using a concise integer linear

programming formulation.

2. 3 Affinity Propagation

The Affinity Propagation (AP) algorithm [14] is a clus-

tering algorithm which has been prove useful in many sce-

narios such as computer vision and computational biology

tasks [15] [17]. AP views the clustering as identifying a sub-

set of exemplars and assigns each non-exemplar item to an

exemplar item. It takes as input measures of similarity be-

tween pairs of data points and simultaneously considers all

data points as potential exemplars. Real-valued messages

are exchanged between data points until a high-quality set

of exemplars and corresponding clusters gradually emerges.

AP embodies the characteristics of good robustness and high

accuracy. However, it does not guarantee to find the optimal

set of exemplars.

How is our study related?

In spired by AP, we formulate the CEI as a process of

identifying a subset of typical comparable entity pairs. It



has been empirically found that using AP for solving a spe-

cial case of objective (Eq. (4)) suffers considerably from

convergence issues [16]. Thus, we propose a concise integer

linear programming (ILP) formulation for solving CEI, and

we use the bound-and-branch method to obtain the optimal

solution.

3. Problem Definition

In this study, our task is to briefly sum up the commonali-

ties and differences between two comparable topics by using

comparable entity pairs. The summarization system is given

two collections of entities, each of which is related to a topic.

The system aims to find latent comparative aspects, and

generate entities from the two topics of those aspects in a

pairwise way.

Formally, let two comparable topics denoted by TA and

TB , and DA and DB be the corresponding collections of

entities respectively, the task is to discover m comparable

entity pairs [p1, p2, ..., pm] to form a concise summary con-

veying the most import comparisons, where pi = (eAi , e
B
i ).

eAi and eBi are entities from DA and DB in the same latent

aspect respectively. The pairs should have good quality, i.e.,

each entity should be representative in its topic, and entities

within the same pair should be fairly comparable. Moreover,

selected entities should cover as many subgroups as possible

to avoid redundancy and reflect intrinsic diversity.

4. Estimation of Entity Typicality

Learning from examples is an effective strategy extensively

adopted in learning, and good examples should be typical.

Typicality analysis has been widely studied in psychology

and cognitive science. In this study, we apply the strategy

of using typical examples to summarize and analyze a large

set of entities to discovering comparable entity pairs. We

define the typicality of an entity e with regard to a set of

entities S as Typ(e, S). Intuitively, entities to be selected

for comparison should be typical in their categories, namely

Typ(eAi , DA) and Typ(eBi , DB) should be as high as possible,

where pi = (eAi , e
B
i ) is an expected entity pair.

Suggested by the previous research in typicality analysis,

an entity e in a set of entities S is more typical than the oth-

ers if e is more likely to appear in S. We denote the likelihood

of an entity e given a set of entities S by L(e|S). However,

it is not appropriate to simply use L(e|S) as an estimator

of typicality Typ(e, S) considering the characteristics of our

task. First of all, the collections of entities for comparison

can be very large, thus may cover a great amount of types of

entities. For example, if we want to compare Japanese scien-

tists and United States scientists, each collection will cover

multiple types of entities such as mathematician, physicist,

chemist and so on. It is very difficult for a single entity to

represent all of them, and an entity can only represent enti-

ties in the same or similar types well. In addition, different

entity types vary in significance. For instance, ”politicians”

are far more important than ”portable music players” in a

newspaper corpus. Naturally, entities typical in a salient en-

tity type should be more important than those belonging to

trivial types.

Given a base set SA including k latent subgroups

[SA
1 , SA

2 , ..., SA
k ] and the contrast set SB , let eti denote the

ith entity in the tth subgroup of SA. To make eti typical as

a whole, we state two hypotheses:

Hypothesis 1 eti should be fairly representative in SA
t .

Hypothesis 2 The significance of SA
t should be fairly

large.

The typicality of eti with respect to SA is defined as follows:

Typ(eti, S
A) = L(eti|SA

t ) ·
∣

∣SA
t

∣

∣

|SA| (2)

where L(eti|SA
t ) measures the representativeness of eti with

regard to SA
t . eti is typical and discriminative in SA if the

difference between its representativeness in SA and SB is

large. In addition,
|SA

t |
|SA| depicts the size of SA

t , which can be

regarded as an estimator of significance. eti is typical if the

number of entities in its group is very large.

The likelihood of an entity e given a set of entities S by

L(e|S) is the posterior probability of e given S, which can

be computed using probability density estimation methods.

Many model estimation techniques have been proposed in-

cluding parametric and non-parametric density estimation.

In this study, we use kernel estimation [23], for it does not

require a certain distribution assumption and can estimate

unknown data distributions effectively. Moreover, we choose

the commonly used Gaussian kernels. We set the bandwidth

of the Gaussian kernel estimator h = 1.06s
5√n

as suggested

in [22], where n is the size of the data and s is the standard

deviation of the data set. Formally, given a set of entities

S = (e1, e2, ..., en), the underlying likelihood function is ap-

proximated as:

L(e|S) = 1

n

n
∑

i=1

Gh(e, ei) =
1

n
√
2π

e
− d(e,ei)

2

2h2 (3)

where d(e, ei) is the distance between e and , ei, and

Gh(e, ei) is a Gaussian kernel.

5. ILP Formulation for CEI

In this section, we describe our proposed method for dis-

covering comparable entity pairs. Given two collections of

articles DA and DB expressing comparable topics TA and



TB respectively, the output of the summarization system are

supposed to be m comparable entity pairs [p1, p2, ..., pm],

where each pair composes of two entities from DA and DB in

the same latent comparative aspect respectively. Intuitively,

if the selected entities are very typical in their collections

(i.e. representative in their own underlying subgroups), and

entities within the same pair are fairly comparable (i.e. their

context vector are similar), the generated pairs will highlight

the commonalities and differences between documents com-

pared and be of high quality.

Therefore, we develop an ILP formulation which detects

typical entities (which we call exemplars) and generates com-

parable pairs from detected exemplars simultaneously. More

explicitly, we formulate the task as a process of selecting a

subset of k exemplars for each topic and ranking m entity

pairs based on the identified exemplars. Each non-exemplar

entity is assigned to an exemplar item based on some mea-

sure of similarity, and each exemplar e represents a subgroup

comprised of all non-exemplar entities assigned to e . This

motivation follows the aforesaid AP algorithm. On the one

hand, we wish to maximize the overall typicality of selected

exemplars w.r.t. there representing groups. On the other

hand, we expect to maximize the overall comparability of

the top m entity pairs, where each pair consisting of two

exemplars from different topics.

We then introduce some notations used in our propose

method. Let eAi denotes the ith entity in DA. MA = [mij ]
A

is a nA×nA binary square matrix such that nA is the number

of entities within DA. m
A
ii indicates whether entity eAi is se-

lected as an exemplar or not, and mA
ij:i |=j represents whether

entity eAi votes for entity eAj as its exemplar. Similar to MA,

the nB × nB binary square matrix MB depicts how entities

belonging to DB choose their exemplars, where nB is the

number of entities within DB . mB
ii indicates whether entity

eBi is selected as an exemplar or not, and mB
ij:i |=j represents

whether entity eBi votes for entity eBj as its exemplar. Dif-

ferent from MA and MB , MT = [mij ]
T is a nA × nB binary

matrix whose entry mT
ij denotes whether entities eAi and eBj

are paired together as the final result. Then the following

ILP problem is designed for the task of selecting k exem-

plars for each topic and ranking m comparable entity pairs.

maxλ ·m ·
[

T
′(MA) + T

′(MB)
]

+(1−λ) ·2k ·C′(MD) (4)

T
′(MX) =

nX
∑

i=1

m
X
ii · Typ(eXi , G(eXi )), X ∈ {A,B} (5)

C
′(MT ) =

nT
∑

i=1

nT
∑

j=1

m
T
ij · Comp(eAi , e

B
i ) (6)

G(eXi ) =
{

e
X
j |mX

ji = 1
}

, i ∈ {1, ..., nX} , j ∈ {1, ..., nX} , X ∈ {A,B}
(7)

s.t. m
X
ij ∈ 0, 1, i ∈ {1, ..., nX}, j ∈ {1, ..., nX}, X ∈ {A,B, T}

(8)

nX
∑

i=1

m
X
ii = k,X ∈ {A,B} (9)

nX
∑

j=1

m
X
ij = 1, i ∈ {1, ..., nX} , X ∈ {A,B} (10)

m
X
jj −m

X
ij

>= 0, i ∈ {1, ..., nX}, j ∈ {1, ..., nX}, X ∈ {A,B}
(11)

nT
∑

i=1

nT
∑

j=1

m
T
ij = m (12)

m
A
ii −m

T
ij

>= 0, i ∈ {1, ..., nA}, j ∈ {1, ..., nB} (13)

m
B
jj −m

T
ij

>= 0, i ∈ {1, ..., nB}, j ∈ {1, ..., nA} (14)

nB
∑

j=1

m
T
ij

<= 1, i ∈ {1, ..., nA} (15)

nA
∑

i=1

m
T
ij

<= 1, j ∈ {1, ..., nB} (16)

We now explain the meaning of each formula. Eq. (9)

forces k exemplars are identified for both topics TA and TB

respectively, and Eq. (12) guarantees that m entity pairs

are selected as the final result. The restriction given by Eq.

(10) means each entity must choose only one exemplar. Eq.

(11) enforces that if one entity eXj is voted by at least one

other entity, then it must be an exemplar (i.e., mX
jj = 1).

The constraint given by (13) and (14) jointly guarantee that

if an entity is selected in any comparable entity pair (i.e.,

mT
ij = 1), then it must be an exemplar in its own topic (i.e.,

mA
ii = 1 and mB

jj = 1). Restricted by Eq. (15) and Eq.

(16), each selected exemplar in the result is only allowed to

appear once to avoid redundancy. T ′(MX) depicts the over-

all typicality of selected exemplars in both topics TA and

TB , and G(eXi ) denotes the representing subgroup for en-

tity eXi (if eXi is not chosen as an exemplar, its representing

subgroup will be null). C′(MT ) depicts the overall compa-

rability of generated entity pairs. In view of the fact that

there are 2k numbers (each number is in [0,1]) in the typi-

cality part T ′(MA)+T ′(MB), and m numbers (each number



is in [0,1]) in the comparability part C′(MT ), we add the

coefficients m and 2k in the objective function to avoid suf-

fering from skewness problem. Finally, the parameter λ is

used to balance the weight of the two parts. Our proposed

ILP formulation is quite flexible, and guarantees to achieve

the optimal solution.

6. Experiments

6. 1 Datasets

We perform experiments on Wikipedia categories of dif-

ferent types including location, person and organization. In

particular, the location categories compared are Japanese

prefectures and US states (denoted by A1, A2, respec-

tively). The person categories compared are Japanese prime

ministers and US presidents(denoted by B1, B2, respec-

tively). The organization categories compared are several

top Japanese universities and US universities (denoted by

C1, C2, respectively). The basic statistics of our datasets

are shown in Tab. 1

Table 1 Summary of datasets.

Dataset Wikipedia Category # Entities

A1 Japanese Prefectures 46

A2 US States 50

B1 Japanese PMs 12

B2 US Presidents 45

C1 Japanese Universities 28

C2 US Universities 20

6. 2 Baselines

To compare with our proposed ILP model for selecting

exemplars and identifying comparable entity pairs, we first

test our hypothesis 1 and hypothesis 2 on entity typicality

discussed in Sec. 4. As clustering analysis aims to group ob-

jects into subsets and find the centroid of each group, we then

compare our model with three widely-used clustering meth-

ods: K-Means clustering, DBSCAN clustering and aforemen-

tioned affinity propagation. Finally, as stimulus similarity

suggests, typical exemplars are those who are similar to the

other members of its category and dissimilar to members of

the contrast categories. We adopt the mutually-reinforced

random walk model to embody the idea of stimulus similar-

ity and compare its performance with our method.

We brief discussed prepared five baselines below.

(1) Simple Typicality (ST) denotes the typicality mea-

sure for entities without implementing hypothesis 1 and hy-

pothesis 2 in Sec. 4. Then we estimate an entity e given

its input belonging set S by its likelihood of appearing in S

L(e|S), which is computed by Eq. (3).

(2) K-Means Clustering (K-Means) is a popular

method used for cluster detection. It partitions all entities

into clusters in which each entity belongs to the cluster that

has the nearest mean. In this study we regard the entities

closest to the centroids of their belonging clusters as exem-

plars, and we test whether such exemplars as typical.

(3) DBSCAN Clustering (DBSCAN) is a density-

based clustering method which uses the concept of ”core

points” to represent points with high density. We test

whether such ”core points” are ”typical exemplars”. Note

that we achieve the number of required clusters by adjust-

ing the parameters MinPts and Eps, which are the minimal

number of points within a radius from a core point, and the

length of such radius, respectively.

(4) Affinity Propagation (AP) views the clustering as

identifying a subset of representative exemplars. However, it

does not guarantee the optimal solution. We test whether

such selected exemplars are optimally typical exemplars.

Note that we adjust the parameter Preference to satisfy the

pre-defined number of clusters, where points with larger val-

ues of preferences are more likely to be chosen as exemplars.

(5) Mutually-Reinforced Random Walk (MRRW)

uses a two-layer graph to compute typicality of entities of

two compared categories. Each entity is represented as a

node and entities belonging to the same category are located

in the same layer. Besides, each edge between two nodes

within the same layer is weighted by their similarity, and

between two nodes of different layers is weighted by their

dissimilarities. By within- and between-layer propagation in

the graph, the scores from different layers can be mutually

reinforced so that entities that get high scores tend to sim-

ilar to entities within the same category and dissimilar to

entities of the contrast category. Such entities are selected

as exemplars.

After exemplars are chosen by each baseline above, we con-

struct the entity pairs from selected exemplars. The con-

structed pairs are guaranteed to have the maximal score of

sum of comparability between each pair.

6. 3 Experiment Results

We display the experiment results by all the tested meth-

ods as follows. Tab. 2 shows the generated comparable entity

pairs from dataset A1 and A2. Tab. 3 presents the results

over datasets B1 and B2. Tab. 4 describe the results over

datasets C1 and C2. The number of latent subgroups is set

to be 5 for all the categories.

7. Conclusions

Comparison and learning from exemplars are effective

strategies for obtaining comprehensive contrastive knowledge

in the daily life. In this work, we propose a novel system to

automatically detecting typical comparable entity pairs from

two sets of entities. We adopt a concise ILP model for max-



Table 2 Top-5 Comparables generated over datasets A1 and A2 using each tested method.

Method Entity Pair

ILP (California, Tokyo), (Connecticut, Kanagawa), (Hawaii, Okinawa), (Kentucky, Gumma), (South::Dakota, Tottori)

ST (Connecticut, Osaka), (Hawaii, Okinawa), (Idaho, Gunma), (Iowa, Chime), (Tennessee, Chiba)

K-Means (Connecticut, Kanagawa), (Alabama, Chiba), (Iowa, Hiroshima), (Colorado, Chime) (Virginia, Nara)

DBSCAN (Alaska, Hokkaido), (California, Kanagawa), (Maine, Tottori), (Ohio, Gunma), (South::Dakota, Yamanashi)

AP (Hawaii, Okinawa), (Alaska, Hokkaido), (New::York, Tokyo), (California, Kanagawa), (Maine, Tottori)

MRRW (South::Dakota, Ibaraki), (Missouri, Shizuoka), (Iowa, Kumamoto), (Arkansas, Chiba), (Colorado, Niigata)

Table 3 Top-3 Comparables generated over datasets B1 and B2 using each tested method.

Method Entity Pair

ILP (Millard::Fillmore, Yukio::Hatoyama), (Grover::Cleveland, Yamagata::Aritomo), (Franklin::D.::Roosevelt, Fumimaro::Konoe)

ST (Grover::Cleveland, Yukio::Hatoyama), (James::K.::Polk, Shinzo::Abe), (Rutherford::B.::Hayes, Taro::Aso)

K-Means (Herbert::Hoover, Fumimaro::Konoe), (Grover::Cleveland, Yamagata::Aritomo), (Gerald::Ford, Shinzo::Abe)

DBSCAN (George::W.::Bush, Junichiro::Koizumi), (George::H.::W.::Bush, Yasuhiro::Nakasone), (Franklin::D.::Roosevelt, Fumimaro::Konoe)

AP George::W.::Bush, Junichiro::Koizumi), (George::H.::W.::Bush, Yasuhiro::Nakasone), (Franklin::D.::Roosevelt, Fumimaro::Konoe)

MRRW (Grover::Cleveland, Yukio::Hatoyama), (Theodore::Roosevelt, Shinzo::Abe), (Rutherford::B.::Hayes, Taro::Aso)

Table 4 Top-3 Comparables generated over datasets C1 and C2 using each tested method.

Method Entity Pair

ILP (Harvard Univ., Sophia Univ.), (Columbia Univ., International Christian Univ.), (Stanford Univ., Keio Univ.)

ST (Stanford Univ., Univ. of Tokyo), (Columbia Univ., Kyoto Univ.), (Harvard Univ., Osaka Univ.)

K-Means (MIT, Univ. of Tokyo), (Stanford Univ., International Christian Univ.), (Yale Univ., Waseda Univ.)

DBSCAN (MIT, Univ. of Tokyo), (California Institute of Technology, Nagoya Univ.), (Stanford Univ., Kyoto Univ.)

AP (MIT, Univ. of Tokyo), (California Institute of Technology, Nagoya Univ.), (Stanford Univ., Kyoto Univ.)

MRRW (Stanford Univ., Tokyo Univ.), (Columbia Univ., Kyoto Univ.), (Harvard Univ., Keio Univ.)

imizing the overall representativeness and comparability of

selected entity pairs. The experiment results demonstrate

the effectiveness of our model compared to several strong

baselines.

In the future, we plan to test our model on more heteroge-

neous datasets where context of entities are more difficult to

compare for such scenarios are more general. We will also try

to modify our model for query-sensitive comparative summa-

rization tasks due to the good flexibility of our proposed ILP

framework.
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