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Abstract  In this paper, we present our proposal and research progress about an organic total synthesis planning system, 

through applying A* search algorithm on graph-shaped organic compound database. It takes huge time and effort for organic 

chemists to come up with a possible synthesis way towards a complicated organic structure, and their synthesis route cannot be 

guaranteed successful. By introducing planning, evaluation and recommendation system, we can greatly speed up their total 

synthesis research. Currently, there is very few research in relation with organic total synthesis auto-planning, and the newest 

research is using brute-force search algorithm. By applying A* search algorithm, we are confident in speeding up the process. 

Different from brute-force depth-first-search, A* search algorithm would evaluate possible moves through heuristic estimation 

functions; In this specific case, the estimation function would be given out by judging according to the structure of compound, 

while complicated structures like middle-scale rings or weakly protected functional groups would be considered high in cost, 

and would be less considered or even omitted by search algorithm. Through this way, we can prune many hard-to-realize routes 

and reduce the number of branching options in search. 
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1. INTRODUCTION  

    People have started to pursue the automation of 

chemistry research since the invention of computer 

science. Coming with the development of instrumental 

chemistry, chemists have broadened their eyesight into 

picometre and femtosecond scale of view. With powerful 

statistic tools, chemists can gather much more information 

than before. However, in the field of organic synthesis, 

huge amount of effort was put in, but seldom do chemists 

see good outcomes. Organic chemists nowadays are doing 

the same thing as what E. J. Corey is doing in 1960s or  

what K. C. Nicholau is doing in 1980s, i.e. , sketching 

reaction routes on papers with pens, while manually 

parsing through chemical reaction indexes. The only 

difference is that they are now gaining access to 

information on databases like CAS SciFinder 1  or 

CrossFire Reaxys 2 , instead of reading monumental 

collection of Beilstein Indexes. It is a truth that they are 

still using outdated way of research now.  

    As a matter of fact, people have considered making a 

planning system for organic total synthesis  since 1950s, 

while 2 USSR scientists Vléduts and Finn mentioned their 

proposal of an “information machine of chemistry” to 

                                                                 
1 https://scifinder.cas.org/, SciFinder is a product 

powered by Chemical Abstract Service (CAS).  

“store unlimited amount of chemical information” to 

fulfill several goals including “search for ways of 

synthesizing a given compound from a definite number of 

permissible initial compounds” in 1957[6]. Their goal for 

digitalized chemical database has already been reached, 

but only the purpose of synthesis planning is yet left to 

realize [1,7]. When we access online chemical database 

services, for synthetic planning, e.g., SciFinder can only 

give out step-by-step reaction suggestions.  However, we 

must know that step-by-step planning is not always going 

to give out one overall best solution.   

    For people outside of organic chemistry, the authors 

must explain the field of organic synthesis to help them 

understand the difficulty of auto-planning here. Usually, 

the target of organic synthesis is a complicated organic 

structure, usually the structure of a natural product or the 

structure of a typical new medicine. These structures, 

usually composed of several ring structures, usually fused 

rings, and several chirality centers. The main goal is to 

construct the structure from several basic structures, 

which are called commercially-available materials.  Due to 

the intrinsic high-level complexity of target molecules, 

organic synthesis is to some extent considered an art 

instead of science. So, when the artists perform their skills, 

2 https://www.reaxys.com/, offered by Elsevier.  
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they would first break the whole complicated structure 

into several parts, which in fact, a usage of divide -and-

conquer strategy. The divided parts are called residues. 

When a residue is considered commercially available or 

the residue has a classic synthetic method, the analysis of 

the residue will stop; or else, the residue would be 

considered a target and the procedure would continue.  This 

well-known, widely used method is called retrosynthetic 

analysis. Here, “retro-” means that it starts from the 

target, and then goes towards the source so that  the 

procedure is in fact to the opposite direction compared 

with laboratory synthesis. It was systematically 

introduced by E. J. Corey in 1995 [2]. Shown in Figure 1a 

is an illustration of retrosynthetic analysis.  

Figure 1 (a) Illustration of retrosynthetic analysis using 

the example of 2,3-diphenylpropionic acid. The acid 

underwent a synthetically-equivalent procedure and was 

equal to 2,3-diphenylpropionic cyanide. Then the break-

up underwent between Carbon 2 and 3 to form the two 

residues, phenyl ethyl cyanide and phenyl methyl chloride. 

Both residues are commercial available, and the 

retrosynthesis reached a result. (b) A flow chart of 

retrosynthetic analysis.  

 

    We can make a comparison for organic synthesis 

planning and route finding, shown in Table 1. For organic 

synthesis, different from others is that the number of goal 

points is more than one, and only reaching every goal can 

make a clear trial. 

Table 1 Retrosynthesis Considered as Route Finding  

Problem Establish a route between a complicated 

chemical structure with several simpler 

structures.  

Steps, s Average 20~30 steps. Long as >50 steps 

in some cases.  

Terminals 

(Goals), g 

>300,000 commercial available 

materials, according to Merck 

Millipore’s report.3 

Possible 

Moves, p 

>14.2 million chemical reactions are 

suitable for chemistry synthesis, as 

reported by CAS.4 

                                                                 
3 http://www.merckmillipore.com/  

>1,000 commonly used reactions [5]. 

Judgement  Based on various evaluation ways, the 

judgement of a reaction can differ very 

much. Basically, a route is judged by an 

overall cost.  

  

2. RESEARCH BACKGROUND  

2.1 Chemical Structures for Computers to Understand  

    To let computers, know a chemical structure and tell 

differences between one and another takes human a huge 

amount of time. Finally, in 1985, under the effort of E.J. 

Corey and his chemistry and computer science colleagues, 

Project LHASA (Logic and Heuristics Applied to 

Synthetic Analysis) succeeded [10], and now computers 

are clever enough to perform some complicated acts, like 

translating a chemical structure to its Latin -style IUPAC 

names [10b]. 

    As we know, chemical structures are shown in the 

form of a 2D-diagram, which we call them structural 

formula. Structural formula consists  of several ways of 

expressions, and the most common way is called Kekulé 

formula. As shown in Figure 1, a typical Kekulé would 

emit the expression of Carbons and Hydrogen that are 

connected directly with Carbons, thus in essence, shown 

the “scaffold part” and the “functionalization part” of a 

chemical structure [5]. To say it more clearly, a chemistry 

structure itself is expressed as a combination of a set of 

molecules and a set of bonds, which is very equivalent to 

that of a graph data structure [11]. In fact, nowadays 

almost every one of the most widely used chemistry 

structure format is stored as graph data structure  [12]. 

    In our research, we introduce the molfile format. This 

type of storage type, comparing to other types, does not 

contain any other information instead of the structure 

itself, which, in return, reduces the huge memory demand 

for storage and processing. Also, molfile is not encrypted 

and is stored in ANSI code, making it easier for programs 

to carry out I/O orders [13]. 

2.2 Network of Organic Chemistry and Usage  

    Basically, chemical database is not different from any 

other achieved documents: A chemical name is allocated 

to one illustration of structure, together with various 

4 http://support.cas.org/content/reactions   

http://www.merckmillipore.com/
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information on its physical/chemical properties.  However, 

B. A. Grzybowski et. al. introduced a novel method of 

chemical database architecture: Network of Organic 

Chemistry (NOC) [1,3,8,9]. For a single chemistry 

reaction, it is viewed as a connection between reagents and 

products, which, are both belonging to chemical structures. 

In this case, NOC stores chemical structures and reaction 

information together: in a graph-shaped data structure, a 

vertex can be a chemical structure or a reaction. However, 

no adjacent vertex is belonging to the same type. 

Structures would be separated by reactions, while 

reactions would also be separated by chemical structures. 

This, in fact, constructs the structure of bipartite graph, 

which is considered a revolutionary novel way of chemical 

data structure [3]. 

    Network of Organic Chemistry is, comparing to 

traditional chemical data structure, much more useful and 

informative. By adopting Best-first search method, 

Grzybowski performed a search for Paclitaxel ’s synthetic 

route [1]. It took K. C. Nicolaou over 7 years to complete 

the total synthesis, while the same route was calculated by 

NOC in less than 7 seconds [1,4]. 

    Although it is an exciting act of revolution, to become 

useful it still has a long way to go. Also, for our title, we 

need to reconsider the nature of chemical synthesis. We 

must make it clear that chemistry synthesis is to create 

something that is totally new, i.e. something that do not 

exist in databases. The fact that Grzybowski’s best-first 

search method can recommend the exact synthesis 

planning route used by Nicolaou is because Nicolaou’s 

synthesis route is fully recorded in NOC. In chemists’ 

stance, a planning system based on known knowledge is 

not helpful as we have thought, because the problem is 

about dealing novel compounds that are totally new and 

have not established its place in NOC. 

 

3. PROBLEM CLARIFICATION  

In a given directed graph 𝐺(𝑉, 𝐸) , define a set of 

vertexes 𝑀𝑎𝑡 ⊂ 𝑉  as a set of goal points (commercial 

available materials). Insert a new vertex 𝑠  as starting 

point (the synthesis target). Our goal is to establish and 

output a route with the smallest overall cost from 𝑠 to a 

subset of 𝑀𝑎𝑡. Two kinds of operations are allowed for 

the route establishment:  

(1) Synthetic equivalence: insert a directed edge 

(𝑥, 𝑦) to 𝐸, where 𝑥, 𝑦 ∈ 𝑉. If 𝑦 ∉ 𝑉, insert 𝑦 to 𝑉. 

(2) Split: Insert a special directed edge with one inlet 

𝑥  and two outlets 𝑦1  and 𝑦2 , i.e., (𝑥, (𝑦1, 𝑦2)) , to 𝐸 , 

where 𝑥, 𝑦1, 𝑦2 ∈ 𝑉 . If 𝑦1 ∉ 𝑉 , insert 𝑦1  to 𝑉 . If 𝑦2 ∉ 𝑉 , 

insert 𝑦2 to 𝑉. 

The above two operations are shown in Figure 2.  

 

Figure 2. Two operations of retrosynthesis. (a) A simple 

example containing two types of retrosynthetic processes. 

Operation 1 makes a connection between one structure 

and another one; Operation 2 splits one structure t o two 

parts. (b) An illustration indicating the model we 

established for the two operations. For synthetic  

equivalent case, the edge we added to 𝐸 is the ordinary 

directed edge (𝑥, 𝑦). For split cases, the edge we added to  

𝐸  is a special edge with single inlet and double outlet 

(𝑥, (𝑦1, 𝑦2)) . 𝑥 , 𝑦 , 𝑦1 , 𝑦2  are vertexes (chemical 

structures).  

 

For the situation that multiple routes exist, output the 

routes which have the smallest cost based on a cost 

function, as shown in Figure 3.  

 

Figure 3. (a) The definition of problem. The right hand side 

graph represents 𝐺 . Vertexes colored in blue represent 

𝑀𝑎𝑡. Vertex 𝑠 is inserted to 𝐺 as the starting point. The 

problem is to find out routes between 𝑠 and 𝑀𝑎𝑡. (b) Two 

routes (colored in red and green) established according to 

the operation rules. For the red one, directed edge set {𝑠 ⇒



 

 

1, 1 ⇒ 2, 2 ⇒ 3, 3 ⇒ Ⅰ} together with vertex set {1, 2, 3} 

are added to the graph 𝐺. For the green one, directed edge 

set {  𝑠 ⇒ 4, 4 ⇒ (5, 7), 5 ⇒ 6, 7 ⇒ 8, 6 ⇒ Ⅲ , 8 ⇒ (Ⅳ ,Ⅴ

)}, together with vertex set {4, 5, 6, 7, 8} are added to the 

graph 𝐺. We need to calculate the cost of the two route to 

decide which to recommend. 

 

    To avoid the situation that no suitable route is found 

and the search cannot stop, the number of steps in the route 

is limited to a certain value.  

 

4. METHODOLOGY  

4.1 Algorithm Definition  

    Our novelty is to adopt A* algorithm to tackle the 

problem of synthesis planning in the field of chemistry, 

and then present its efficiency.  

    Based on our knowledge in this field,  we believe that 

a heuristic search algorithm is the only way to tackle the 

problem. Other algorithms already applied by other 

researches such as breadth-first search, result in low 

efficiency. As shown in Table. 1, the number of possible 

moves p and the number of steps s is too huge for breadth-

first search with the complexity of time 𝑂(𝑝𝑠) . 

Grzybowski’s best-first search algorithm, though quick, 

has limitations when dealing with the situation of planning 

for new chemicals.  

   We adopt A* algorithm as a part of our system. 

Standard A* algorithm [14] for route-finding problems 

calculates the cost function according to the estimation 

shown as the following formulas: 

𝑓(𝑚) = 𝑔(𝑚) + ℎ(𝑚) 

(Formula. 1a)  

𝑓′(𝑛) = 𝑔′(𝑛) + ℎ(𝑛) = 𝑔(𝑚) + 𝑐𝑜𝑠𝑡(𝑚, 𝑛) + ℎ(𝑛) 

(Formula. 1b) 

   Here, 𝑓(𝑚) means the shortest route from the start to 

goal containing node 𝑚. 𝑚 is the node taken out from the 

priority queue, i.e., the node we are going to expand. 𝑔(𝑚) 

is the shortest path from start node to 𝑚 , ℎ(𝑚)  is the 

shortest route from 𝑚  to goal node, generated by a 

heuristic estimation function. 𝑛 is a neighboring node of 

𝑚  that have not been expanded, where 𝑐𝑜𝑠𝑡(𝑚, 𝑛)  is the 

weight of directed arc (𝑚, 𝑛). In A* algorithm, 𝑓(𝑚) is the 

criteria of the priority for pushing the nodes into the 

priority queue, nodes near the front of the queue have 

smaller 𝑓(𝑚) values. Every time, node 𝑚 at the front of 

the queue, with the least 𝑓(𝑚)  value, is taken out for 

expansion. For each successor node 𝑛 expanded from 𝑚, 

we update the value of 𝑓(𝑛) according to Formula 1b to 

gain the smallest value for 𝑓(𝑛). This is the situation for 

route-finding problem and original A* algorithm.  

   Here we compare our problem with ordinary route-

finding problem and map our algorithm with A* algorithm. 

Our problem is different from ordinary route-finding 

problems in that: (1) A* algorithm assumes only one goal 

node for route-finding, for our problem there exist several 

goal points. (2) A* algorithm assumes a known graph 𝐺 

with clear information of every vertex and edge. For our 

case, the synthesis target  (starting point) is totally new and 

it should be added as an islet vertex to NOC. It is our target 

to establish connection between the start node and known 

graph. So, we do not know the whole graph information. (3) 

For route-finding problems, the total cost is only shown as 

the summation of the weight of edges within a selected 

route, however, in our case, the total cost should be add up 

to the price of materials.  In this case, we can see it is not 

simple to calculate the cost  by applying A* algorithms. The 

comparison is shown in Table 2.  

Table 2 Differences between ordinary route-finding 

problem and our problem  

 

 

   Here, we propose our algorithm as follows.  We define,  

𝑓(𝑥) = 𝑔(𝑥) + ℎ(𝑥) 

(Formula 2) 

   Here 𝑥  is the node (chemical structure) to expand. 

𝑓(𝑥)  represents the smallest overall cost from the start 

node to the goals through a route containing node 𝑥. 𝑔(𝑥) 

is the overall reaction cost from start node to  𝑥.  ℎ(𝑥) is 

a heuristic that estimate the cost to build up  chemical 

structure 𝑥 from basic starting materials.  



 

 

   We prepare a priority queue for A* algorithm. The 

queue is sorted by the 𝑓(𝑥) value of nodes. Each time, a 

node with the least 𝑓(𝑥) value is taken out of the priority 

queue for expansion. We parse through the database of 

reactions. For each reaction 𝑥 ⇒ {𝑥. 𝑟𝑒𝑠𝑖𝑑𝑢𝑒}  that is 

suitable for chemical structure 𝑥, we perform an update 

for 𝑓(𝑥. 𝑟𝑒𝑠𝑖𝑑𝑢𝑒)  and 𝑔(𝑥. 𝑟𝑒𝑠𝑖𝑑𝑢𝑒)  values. This update 

process is different for two operations, as mentioned in 

Figure 2b. 

   As mentioned in Section 3, there are two kinds of 

operations we can perform in retrosynthesis: (1) Synthetic 

equivalence, 𝑥 ⇒ 𝑦. (2) Split, 𝑥 ⇒ 𝑦1 + 𝑦2; as shown by 

Figure 2. Here 𝑥 still represents the node to expand, 𝑦,  

𝑦1 , 𝑦2  represent the neighboring nodes. Operation (1) 

(Synthetic equivalence) will derive only one neighboring 

node, therefore the problem will become equivalent with 

the original A* route-finding problem. Then, the update 

function will become:  

𝑓′(𝑦) = 𝑔′(𝑦) + ℎ(𝑦) = 𝑔(𝑥) + 𝑐𝑜𝑠𝑡(𝑥 ⇒ 𝑦) + ℎ(𝑦) 

(Formula 3)  

    For the second operation (split), the specific directed 

edge is pointed to two neighboring nodes 𝑦1 and 𝑦2. In 

Figure 2b, we can understand we have to contain the cost 

for synthesizing both residues when we calculate 𝑓(𝑦1) 

and 𝑓(𝑦2), which represents the minimum overall cost for 

a route containing 𝑦1 and 𝑦2. This kind of change should 

be happened to 𝑔(𝑦1)  and 𝑔(𝑦2) , because the 𝑔(𝑥) 

function indicates the summary cost that have already 

occurred. In this case, we indicate the following update 

function as:  

𝑔′(𝑦1) = 𝑔(𝑥) + 𝑐𝑜𝑠𝑡(𝑥 ⇒ 𝑦1 + 𝑦2) + ℎ(𝑦2) 

(Formula 4a)  

𝑔′(𝑦2) = 𝑔(𝑥) + 𝑐𝑜𝑠𝑡(𝑥 ⇒ 𝑦1 + 𝑦2) + ℎ(𝑦1) 

(Formula 4b)  

𝑓′(𝑦1) = 𝑔′(𝑦1) + ℎ(𝑦1) = 𝑔′(𝑦2) + ℎ(𝑦2) = 𝑓′(𝑦2) 

(Formula 4c)  

   Shown on the part marked in red color is the main 

difference we have added to the original A* algorithm 

formula. For the calculation for one residue, take 𝑦1 as 

an example, we cannot ignore the cost to synthesize the 

other residue, 𝑦2. Thus, we add the heuristic estimation 

of the cost to synthesize 𝑦2 to formula of 𝑔′(𝑦1), shown 

as Formula 4a. Things also goes for 𝑔′(𝑦2) , shown by 

Formula 4b. Then, by calculating 𝑓′(𝑦1) and 𝑓′(𝑦2), we 

found that the two residues bear the same value. Therefore,  

if the update process succeeds, they will show up in the 

priority queue in a neighbor status.  

   We can establish a mapping between our algorithm 

with original A* algorithm now. (1) As shown in Formula 

1a and Formula 2, our algorithm adopts the same 

assumption that the overall route length (expressed as 

𝑓(𝑚) , 𝑓(𝑥) ) should be the sum of the known part of a 

route (expressed as 𝑔(𝑚), 𝑔(𝑥)) and an estimation of the 

rest part of the route (expressed as ℎ(𝑚), ℎ(𝑥)). (2) For 

the first operation, we reduced the problem to the same as 

route-finding problem, as Formula 1b is equivalent to 

Formula 3. For the second operation, by adding elements 

to the expression of 𝑔′(𝑦1)  and 𝑔′(𝑦2) , eventually the 

expression for 𝑓′(𝑦1) and 𝑓′(𝑦2), shown in Formula 4c, 

are also equivalent to Formula 1b.  

4.2 Heuristic Function Definition  

   We define the heuristic function as , 

ℎ(𝑥) = 𝛼ℎ1(𝑥) + 𝛽ℎ2(𝑥) + 𝛾ℎ3(𝑥) 

   where,  

ℎ1(𝑥) = 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒 𝑤𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑥 

ℎ2(𝑥) = 𝑟𝑖𝑛𝑔 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑥 

ℎ3(𝑥) = 𝑢𝑛𝑠𝑡𝑎𝑏𝑙𝑒 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛𝑎𝑙 𝑔𝑟𝑜𝑢𝑝 𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑖𝑜𝑛 𝑜𝑓 𝑥 

(Formula 5)  

Here is an explanation to Formula 5: (1) For a molecule, 

the bigger (heavier) the molecule is, the harder it is to make 

it up through simple structures, Thus, we add ℎ1(𝑥) which 

is the molecular weight of 𝑥  to the formula. (2) Ring 

structure is often the most important main obstacle to 

construct in organic chemical structures.  In this case, we 

need to give ring structures a penalty when estimating 

synthesis costs.  Here, we provide a judge funct ion: ℎ2(𝑥). 

This function will return a constant value based on the ring 

structure contained in the structure of 𝑥. (3) For special 

form of structure, we need to judge whether there are 

unstable functional group, including the environmental -

unstable, communicative-unstable and intrinsic-unstable 

ones. Unstable structures would also devote to increase in 

the difficulty of synthesis, giving a penalty value.  So, we 

offer a function: ℎ3(𝑥). This function will return a value 



 

 

based on the existence of unstable functional groups. (4) 

𝛼, 𝛽, 𝛾 are constant parameters.  

4.3 Employing the classical synthetic strategy  

   In Organic Synthesis, there are empirical rules 

gathered by researchers, which can be of employed in our 

A* algorithm to make the heuristic function more accurate. 

Figure 4 shows an example of an empirical rule for 

synthesis planning.  

 

Figure 4. The rule indicates it is better to split the 

structure from the “middle” part, which would derive two 

residues of similar weight.  

 

    We decide that it is an optional choice to be added to 

our formula. If we are going to introduce these empir ical 

rules, there exist disadvantages: (1) Some empirical rules 

are strictly restricted in range of use. (2) Some empirical 

rules coincide with each other. (3) Employing empirical 

rules in judgement will surely making our formula longer 

and longer, and will introduce more parameters, which is a 

vital damage to our parameter controls. 

    However, it is still possible to employ such rules by 

adjusting the 𝑔′(𝑦)  and 𝑓′(𝑦) . For example, if we are 

going to employ the rule showing in Figure 3, we can 

employ this change to the formula:  

𝑔′(𝑦1) = 𝑔(𝑥) + 𝑐𝑜𝑠𝑡(𝑥 ⇒ 𝑦1, 𝑦2) + ℎ(𝑦2) + 𝛿|ℎ(𝑦2) − ℎ(𝑦1)|2 

(Formula 6)  

    where, 𝛿 is also a parameter.  

4.4 Preparation of Database  

    To implement our system, we need at least two 

databases, as shown in Figure 1b, i.e., database of 

reactions, and database of chemicals (with commercial 

price information).  Commercial databases of reactions are 

not suitable for our system because the arrangement of 

                                                                 
5  Functional group is an organic chemistry noun 

that means specific groups (moieties) of atoms or 

bonds within molecules that are responsible for the 

information is not in the style we want. To improve the 

efficiency for space usage, we need to rearrange the 

structure of database.  

   Commercial databases usually store all reactions they 

collect. They collect data for reactions and classify and 

sort them according to reactants, instead of reaction types. 

In this case, same type of reactions would be saved 

separately. This kind of storage type of reaction is not in 

our interest, for it takes up enormous space.   

    Thus, we must change the stored items from 

individual reactions to reaction rules, which means that 

same type of reactions would be combined, which can (1) 

save much space (2) reduce the risk of error. Chemical 

reactions are referred to as connection between functional 

groups5. 

𝐹𝑢𝑛𝑐(𝐴) + 𝐹𝑢𝑛𝑐(𝐵) → 𝐹𝑢𝑛𝑐(𝐶) 

    For retrosynthesis, it is presented as: 

𝐹𝑢𝑛𝑐(𝐶) ⇒ 𝐹𝑢𝑛𝑐(𝐴) + 𝐹𝑢𝑛𝑐(𝐵) 

    𝐴 , 𝐵 , 𝐶  represent chemical structures, while 

𝐹𝑢𝑛𝑐(𝑋)  means the functional group extracted from 

structure 𝑋. 

 

Figure 5. Comparison between storing reactions and 

reaction rules. (a) Traditional databases tend to store all 

individual reactions, while not distinguishing reactions of 

the same type. (b) R is a wildcard for alkyl chain. We can 

find that the two reactions in Figure 4a is of the same type, 

both are suitable for the wildcard replacement of the form 

shown in Figure 4b. The -OH and -Cl are functional groups, 

which is the place where changes happen when reactions 

occur. 

 

4.5 Cost Function and Evaluation Method  

   As shown in Table 2, we arbitrarily define the overall 

cost function to be the economic cost happened during 

synthesis procedures. In fact, though important, money 

does not necessary become the only way to judge a 

characteristic chemical reactions of those molecules 

[5]. 



 

 

synthesis scheme. According to situations, we may find 

that it is better to use some other method which seems 

costlier.  

1 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝐴∗(𝑆𝑡𝑎𝑟𝑡, 𝐺𝑟𝑎𝑝ℎ 𝐺(𝑉, 𝐸), 𝐺𝑜𝑎𝑙{}) 

2   𝐶𝑙𝑜𝑠𝑒𝑑𝑆𝑒𝑡 ← ∅ 

3   𝑂𝑝𝑒𝑛𝑆𝑒𝑡 ← {𝑆𝑡𝑎𝑟𝑡} 

5   𝐹𝑜𝑟 ∀𝑥 ∈ 𝑉 

6     𝑓(𝑥) ← ∞, 𝑔(𝑥) ← ∞ 

7   𝑔(𝑆𝑡𝑎𝑟𝑡) ← 0, 𝑓(𝑆𝑡𝑎𝑟𝑡) ← ℎ(𝑆𝑡𝑎𝑟𝑡) 

8   𝑊ℎ𝑖𝑙𝑒 (𝑂𝑝𝑒𝑛𝑆𝑒𝑡 ≠ ∅) 𝑑𝑜 

9     𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ← {𝑣|𝑣 ∈ 𝑂𝑝𝑒𝑛𝑆𝑒𝑡, 𝑓(𝑣) 𝑖𝑠 𝑚𝑖𝑛} 

10    //𝑇ℎ𝑒 𝑣𝑒𝑟𝑡𝑒𝑥 𝑤𝑖𝑡ℎ 𝑠𝑚𝑎𝑙𝑙𝑒𝑠𝑡 𝑓(𝑣) 

11    𝑂𝑝𝑒𝑛𝑆𝑒𝑡. 𝑝𝑜𝑝(𝑐𝑢𝑟𝑟𝑒𝑛𝑡) 

12    𝐶𝑙𝑜𝑠𝑒𝑑𝑆𝑒𝑡. 𝑝𝑢𝑠ℎ(𝑐𝑢𝑟𝑟𝑒𝑛𝑡) 

13    𝐼𝑓 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 ∈ 𝐺𝑜𝑎𝑙 

14      𝑓(𝑐𝑢𝑟𝑟𝑒𝑛𝑡) ← 𝑔(𝑐𝑢𝑟𝑟𝑒𝑛𝑡) + 𝑃𝑟𝑖𝑐𝑒(𝑐𝑢𝑟𝑟𝑒𝑛𝑡) 

15    𝐸𝑙𝑠𝑒 𝐹𝑜𝑟 ∀𝑒 ∈ 𝐸|𝑒 𝑖𝑠 𝑎𝑝𝑝𝑙𝑖𝑐𝑎𝑏𝑙𝑒 𝑡𝑜 𝑐𝑢𝑟𝑟𝑒𝑛𝑡 

16      𝐼𝑓 𝑒 𝑖𝑠 𝑥 → 𝑦 𝑡𝑦𝑝𝑒 

17        𝑦 ← 𝐺𝑒𝑡𝑅𝑒𝑠𝑖𝑑𝑢𝑒(𝑐𝑢𝑟𝑟𝑒𝑛𝑡, 𝑒) 

18        𝐼𝑓 𝑦 ∉ 𝐶𝑙𝑜𝑠𝑒𝑑𝑆𝑒𝑡 

19          𝑂𝑝𝑒𝑛𝑆𝑒𝑡. 𝑝𝑢𝑠ℎ(𝑦) 

20          𝑔′(𝑦) = 𝑔(𝑐𝑢𝑟𝑟𝑒𝑛𝑡) + 𝑒. 𝑐𝑜𝑠𝑡 

21          𝐼𝑓 𝑔′(𝑦) < 𝑔(𝑦) 

22            𝑔(𝑦) ← 𝑔′(𝑦) 

23            𝑓(𝑦) ← 𝑔′(𝑦) + ℎ(𝑦) 

24          𝐸𝑛𝑑𝑖𝑓 

25        𝐸𝑛𝑑𝑖𝑓 

26      𝐸𝑙𝑠𝑒𝑖𝑓 𝑒 𝑖𝑠 𝑥 → 𝑦1 + 𝑦2 𝑡𝑦𝑝𝑒 

27        𝑦1, 𝑦2 ← 𝐺𝑒𝑡𝑅𝑒𝑠𝑖𝑑𝑢𝑒(𝑐𝑢𝑟𝑟𝑒𝑛𝑡, 𝑒)  

28        𝐼𝑓 𝑦1 ∉ 𝐶𝑙𝑜𝑠𝑒𝑑𝑆𝑒𝑡 

29          𝑂𝑝𝑒𝑛𝑆𝑒𝑡. 𝑝𝑢𝑠ℎ(𝑦1) 

30          𝑔′(𝑦1) = 𝑔(𝑐𝑢𝑟𝑟𝑒𝑛𝑡) + 𝑒. 𝑐𝑜𝑠𝑡 + ℎ(𝑦2) 

31          𝐼𝑓 𝑔′(𝑦1) < 𝑔(𝑦1) 

32            𝑔(𝑦1) ← 𝑔′(𝑦1) 

33            𝑓(𝑦1) ← 𝑔′(𝑦1) + ℎ(𝑦1)  

34          𝐸𝑛𝑑𝑖𝑓 

35        𝐸𝑛𝑑𝑖𝑓 

36        𝐼𝑓 𝑦2 ∉ 𝐶𝑙𝑜𝑠𝑒𝑑𝑆𝑒𝑡 

37          𝑂𝑝𝑒𝑛𝑆𝑒𝑡. 𝑝𝑢𝑠ℎ(𝑦2) 

38          𝑔′(𝑦2) = 𝑔(𝑐𝑢𝑟𝑟𝑒𝑛𝑡) + 𝑒. 𝑐𝑜𝑠𝑡 + ℎ(𝑦1) 

39          𝐼𝑓 𝑔′(𝑦2) < 𝑔(𝑦2) 

40            𝑔(𝑦2) ← 𝑔′(𝑦2) 

41            𝑓(𝑦2) ← 𝑔′(𝑦2) + ℎ(𝑦2) 

42          𝐸𝑛𝑑𝑖𝑓 

43        𝐸𝑛𝑑𝑖𝑓 

44      𝐸𝑛𝑑𝑖𝑓 

45    𝐸𝑛𝑑𝑖𝑓 

46  𝐸𝑛𝑑𝑤ℎ𝑖𝑙𝑒 

Figure 6. A pseudocode of our A* algorithm.  

 

    For evaluation, i.e. how we are going to judge the 

overall reaction scheme, we need a typical way of 

calculating the overall cost based on monitoring real -life 

chemistry research. Thus, we need datasets. Unfortunately, 

commercial databases can offer little help on database 

construction, here, we need to manually input important 

information, e.g. information on name reactions and 

information on starting materials. Also, we need to 

manually input some famous or classic reaction route to 

train our system.  

 

5. IMPLEMENTATION STATUS  

    The project was carried out September, 2017. 

Currently we are implementing it to evaluate our proposed 

system. The experiment is initiated from small-scaled data; 

the first experiment adopts data coming from organic 

chemistry textbook Fundamentals of the Organic 

Chemistry [5]. During the implementation, we have faced 

with several problems to tackle which are explained below. 

5.1 The problem of how to identify functional groups  

    A functional group is a substructure of a chemical in 

which reactions take place. As shown in line 15~45 of 

Figure 6, we need to screen the reaction database to know 

the reactions that is applicable to any chemical structure. 

Note that this screening procedure takes place frequently, 

as this procedure takes place once for every vertex 

(chemical structure). The identification procedure must be 

very fast in order to speed up. This problem can be 

described as how to identify the topological inclusion 

reaction of two graphs considering how we store our 

chemical structure. 

    The most precise way is that we take out every 

substructure and check the identity between the 

substructure and functional groups. Due to  the efficiency 

reason, this way is totally unacceptable, as the number of 

substructures is too huge. We noticed that the chemical 

structures are different from ordinary graphs whose vertex 

degree is limited, such as 4 adjacent vertexes for each 

vertex. Thus, we decide that the screening procedure of 

functional groups will take place by roughly checking the 

degree of each vertex and its adjacent vertexes’ element 

type and bond type. For example,  in a structure, one Carbon 

atom connected with one Carbon atom with a single bond, 

one Oxygen atom with a double bond and one Hydrogen 



 

 

with a single bond can be represented as C1O2H1, while 

this adjacency information is identical with the information 

of the aldehyde group, proving that there is an aldehyde 

group starting form this Carbon atom.  

5.2 The problem of acquiring proper ℎ(𝑥) 

    As shown in Section 4.2 and Formula 5, the most 

important part is to define a proper ℎ(𝑥) function. We have 

defined that the ℎ(𝑥)  is consisted with 5 parameters, 

𝛼, 𝛽, 𝛾, ℎ2(𝑥), ℎ3(𝑥). (ℎ1(𝑥) is a fixed number for any 𝑥.) For 

ℎ2(𝑥) we define it as the ring structure evaluation for 𝑥. 

We decided that ℎ2(𝑥) should be a polynomial of 𝑥’s total 

ring strain energy. The ring strain energy data is easily 

accessible through physical chemistry databases.  [15] For 

ℎ3(𝑥) we define it as the evaluation for unstable functional 

groups. Here we decide that ℎ3(𝑥) should be a polynomial 

of 𝑥’s total functional groups’ bond energy comparing to 

an imagined full carbon skeleton’s bond energy. For 

example, a structure contains a carbon-iodine bond and two 

carbon-bromine bond will be calculated as in Formula 7. 

The bond energy function 𝐵𝐸  is also acquirable in 

physical chemical databases [15]. 

|𝐵𝐸(𝐶 − 𝐶) − 𝐵𝐸(𝐶 − 𝐼)| + 2 × |𝐵𝐸(𝐶 − 𝐶) − 𝐵𝐸(𝐶 − 𝐶𝑙)| 

(Formula 7)  

    Then we can calculate the expression of ℎ(𝑥)  by 

analyzing the market price of existing chemicals and its 

ℎ1(𝑥) , ℎ2(𝑥)  and ℎ3(𝑥) . We are still doing works on 

collecting data of these chemicals. After we have collected 

enough data, we can do regression and fitting to identify 

the value for 𝛼, 𝛽, 𝛾. 

5.3 The problem of the origin of data  

    One thing that is to be pointed out is that we defined 

our goal as to help chemists in laboratories plan their 

research routes, while we have to use price data gathered 

from chemistry industries due to the fact that laboratories 

will neglect the cost provided the funding is adequate. The 

data of laboratories experimental cost is not explicit as 

industry production cost [16]. This in fact will have a 

defect to the performance of our calculated results, as the 

results are generated with industrial data.  

 

6. CONCLUSION AND FUTURE WORK  

    We proposed a method to adopt A* algorithm into 

organic synthesis planning system, through carefully 

tuning for heuristic estimation function . We reported our 

implementation process and pointed out several problems.  

As for the future work, the authors will continue 

implement our proposed system followed by adding some 

other cost functions to improve our system. We would like 

to gain collaboration chance with other laboratories and/or 

chemistry corporations.  
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