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Abstract  The Point of Interest (POI) recommendation systems are widely used in many applications. Most researches are 
devoted to increase accuracy. However, in the real scenario, users would be more satisfied with the recommendation result if it 
contains diversified POIs or explanation can be given. Besides, the number of users and check-ins are large and increasing 
quickly, which requires much computation resource to handle. Thus, the diversity, interpretability and computation cost of POI 
recommendation system is crucial for the industry field. In this paper, we evaluate several existing POI recommendation systems, 
such as USG, LFBCA, and MGMPFM, on Yelp dataset in following aspect: (1) diversity: we analyze the diversity of 
recommendation result list in categorical and geographical aspect; (2) explainability: we evaluate fidelity of each POI 
recommendation system, which is the ratio of explainable items in recommendation list; (3) computation cost: we measure the 
execution time and the peak consumed memory when running models. We describe several essential findings from the evaluation, 
based on which the quality of the POI recommendation system could be improved. 
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1. Introduction 

Point of Interest (POI) recommendation system provides 
advice on locations to visit and helps users with solving 
information overload problems. Since mobile devices with  
GPS that can locate users became widespread and multiple 
Location-based Social Network (LBSN) applications arose,  
research on POI recommendation has been booming in  
recent years because a large volume of data generated by 
users makes it possible to exploit features from check-in  
log.  

In recent years, many pieces of research concentrate on 
achieving high accuracy [1]. While accuracy metrics can 
only measure part of the quality of the recommendation 
system, there are still other aspects influencing user 
experience [2]. Harald [3] states that providing 
recommendation items toward accuracy neglects minor  
preference of the user and narrows down the interest area  
of the user. 

Beyond accuracy, diversity is another measurement that  
needs to take into account. For the POI recommendation 
system, diversified results will contain more unsimilar 
POIs. The similarity between POIs can be measured in 
categorical aspect [4] and geographical aspect [5].  

Besides, explanations of recommendation systems are 
also crucial for the user to accept the recommendation 

result [6]. Good explanations could help the user find their 
needs easier and quicker. 

In practice, whether a recommendation model is feasible 
to apply in a real scenario depends on its computation cost.  
In industry, LBSN applications receive extensive volume 
data in real-time and need to generate recommendation 
results for a large number of users. For example, Yelp had 
an average of 38 million unique users and 2 million new 
reviews each month in 2019 [7]. To overcome the challenge  
of large data volume, reducing computation cost,  
especially time and memory cost, is a key factor.  

In this paper, we evaluate 5 state-of-the-art POI 
recommendation systems in the aspect of diversity, 
explainability and computation cost. Related work is 
introduced in Section 2. Evaluated methods are described 
in Section 3. Evaluation settings are introduced in Section  
4. Evaluation results are shown in Section 5.  

 

2. Related Work 
2.1. POI Recommendation 

In the POI recommendation field, recommendation 
models can use different aspects of information, such as  
user preference, geographical and social. Models also  
adopted different methods, such as Collaborative Filtering  
(CF) [8], Matrix Factorization (MF) [9], Poisson Factor  



 

 

Model(PFM) [10], or hybrid of methods above. 
Besides traditional methods like CF and MF, deep 

learning also attracted considerable focus in field of  
recommendation system and achieved accuracy 
improvement [11]. Nevertheless, deep learning-based 
recommendation systems are complicated to train and to 
evaluate. There is even a doubt that some of deep learning-
based models cannot be reproduced or outperform 
traditional baselines [12]. Thus, models using traditional 
methods are still competitive and meaningful to evaluate.  

Liu et al. [13] provide a comprehensive benchmark 
evaluating 12 representative state-of-the-art POI 
recommendation models. Accuracy metrics are evaluated 
on different data types, user types, and modeling methods.  
Training and querying scalability is also evaluated by 
measuring running time in corresponding phase.  

2.2. Diversity of Recommendation System 
Categorical and geographical aspects of diversity are 

mainly considered in recent works. The diversity of 
recommendation systems is first introduced by Zeigler et 
al. [14] to achieve categorical diversity for the item. 
Research on categorical diversity aims at providing 
multiple types of POIs to cover user’s interests better. Han 
et al. [5] advocated geographical diversity and adopted 
reranking technique to make number of POI for each area  
proportional to user’s activity. Geographical diversity  
makes recommended POI distribute in multiple areas  
instead of concentrating on small areas.   

2.3. Explainability 
It is gradually recognized that accuracy cannot evaluate 

all aspects of recommendation system, and the ability to 
provide explanation is increasingly seen as necessary [15].  
Explanations aim at transparency, trustworthiness,  
persuasiveness, and so on. The approaches to explaining 
recommendations include neighbor style, keyword style 
and influence style [16]. Neighbor style explanation is 
designed to show how user’s neighbors (i.e., similar user)  
rated the recommended item. 
 

3. Evaluated Methods 
We choose 5 methods: USG [17], LFBCA [18],  

MGMPFM [19], LORE [20] and iGSLR [21] to evaluate 
because they are representative methods in POI 
recommendation field. These methods cover popular  
techniques including CF, PFM and link-based. They also 
exploit multiple aspects of information including 
geographical information, social link, sequential context 
and user preference. We briefly introduce these methods in  

this Section. 

3.1. USG 
USG is the pioneer to adopt geographical influence into 

POI recommendation. It uses a variant of user-based 
collaborative filtering to combine user preference and 
social influence. For geographical influence, the model  
proposes to use power-law distribution to model  
coordinates of POIs visited by users based on an 
assumption that user prefers to check POIs near to their 
frequent check-ins.  

3.2. LFBCA 
LFBCA constructs a graph-based model to LBSNs uses 

and their relations. In this method, they define two types  
of edges. Similarity relations describe the similarity 
between two users’ check-in behaviors while friendship  
relations represent social links between users. After  
constructing the graph, the Bookmark-Coloring algorithm 
is executed to find each user’s neighbors, and a variant of  
collaborative filtering is performed based on similarities. 

3.3. MGMPFM 
MGMPFM mainly focuses on geographical influence.  

They indicate user’s check-ins usually around several  
centers, such as home or workplace, based on which, they 
adopt multiple Gaussian distributions to model the 
relationship between the distance to centers and user’s  
check-in probability. 

3.4. LORE 
LORE indicates that exploring sequential pattern of 

user’s check-in behaviors has ability to improve  
recommendation accuracy. They represent the sequential  
patters as a dynamic Location-Location Transition Graph 
based on the mining of users’ patters, after which adopting 
Additive Markov Chain to predict the probability of a user 
visiting a POI.  

3.5. iGSLR 
iGSLR proposes a new method to calculate social  

influence. Besides the social links, the similarity between 
friends is calculated from the distance of their residences.  
For geographical influence, they use Kernel Density  
Estimation (KDE) to model the distance distribution from 
user’s check-in history. User’s check-in probability for an  
unvisited POI is calculated from the KDE values of the  
distances between unvisited POI and user’s visited POIs. 

 



 

 

4. Evaluation Settings  
4.1. Dataset and model implementation 

To evaluate the methods, we choose Yelp1 as  dataset .  
Yelp dataset is widely used by many researches in POI 
recommendation system. It contains POI coordinates, user  
check-ins, user social relationship and POI category. Based 
these information, the models can be executed and 
evaluated, which is the reason we choose Yelp. We use  
preprocessed data provided by [13] with 30,887 users and 
18,995 POIs. The preprocess filtered out users and POIs  
with less than 10 check-ins and split the earliest 70% 
check-ins as training set, latest 20% check-ins as testing 
set and rest 10% as tuning set for each user. As for  
evaluated models, we also directly use source code 
implemented by [13]. Each model recommends 100 POIs  
with top-100 scores for each user.  

4.2. Metrics 
We choose 6 metrics to evaluate methods: Coverage ,  

ILDGeo, DivCat, Fidelity, time cost and memory cost.  
Coverage [22] measures to what extent the system 

covers the whole set of POIs. As shown in equation (1),  
coverage is defined as the fraction of POIs appearing in all  
users’ recommendation list, where 𝑅𝑒𝑐𝐿𝑖𝑠𝑡()  means user 
u’s recommendation list with length k.  

𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒@𝑘 =
3⋃ 𝑅𝑒𝑐𝐿𝑖𝑠𝑡()(∈6 3

|𝑃𝑂𝐼|  
(1)   

ILDGeo measures pairwise dissimilarity of POIs in 
recommendation list for each user, defined as equation (2).  
To evaluate geographical diversity, dissimilarity is defined 
as equation (3):  

𝐼𝐿𝐷𝐺𝑒𝑜(@𝑘 =	
∑ 𝑑𝑖𝑠𝑠𝑖𝑚(𝑖, 𝑗)E,F∈GHIJEKLMN∧EPF

3𝑅𝑒𝑐𝐿𝑖𝑠𝑡()3 ∗ R3𝑅𝑒𝑐𝐿𝑖𝑠𝑡()3 − 1U
 (2)  

𝑑𝑖𝑠𝑠𝑖𝑚(𝑖, 𝑗) = 𝑘𝑚𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝐿𝑜𝑐E, 𝐿𝑜𝑐F) (3)  

, where kmDistance is the distance in kilometer of two 
POIs calculated by longitude and latitude.  

DivCat indicates diversity in categorical aspect. DivCat 
measures how many unique categories are included in 
recommended list for each user, defined as equation (4):  

𝐷𝑖𝑣𝐶𝑎𝑡(@𝑘 = W X 𝐶𝑎𝑡E
E∈GHIJEKLMN

W 
(4)   

, where 𝐶𝑎𝑡E  is the categories that POI i belonging to,  
since one POI can be tagged as multiple categories. 

Fidelity [23] is the percentage of explainable items in 
the recommended list to evaluate recommendation 

                                                             
1  Yelp dataset challenge round 7 (Feb 2016), 

https://www.yelp.com/dataset 

explainability, defined as equation (5), and we define 
explainable items as neighbor style explainable as equation 
(6): 

𝐹𝑖𝑑𝑒𝑙𝑖𝑡𝑦( =
3𝑅𝑒𝑐𝐿𝑖𝑠𝑡() ∩ 𝐸𝑥𝑝𝑙𝑎𝑖𝑛𝑎𝑏𝑙𝑒(3

3𝑅𝑒𝑐𝐿𝑖𝑠𝑡()3
	 

(5)   

𝐸𝑥𝑝𝑙𝑎𝑖𝑛𝑎𝑏𝑙𝑒( = X 𝑉𝑖𝑠𝑖𝑡𝑒𝑑b
b∈cHEdefghM

 (6)   

, where 𝑁𝑒𝑖𝑔ℎ𝑏𝑜𝑟( are other users who have most common 
visited POI. In our experiment, we set number of neighbors  
as 30. 𝑉𝑖𝑠𝑖𝑡𝑒𝑑b means all the POIs that v has visited.  

Time and memory cost is evaluated during model 
running. The whole recommendation task includs training 
phase (precalculation or learning features from training 
data) and querying phase (generating recommendation 
result for users). In time aspect, we measure the execution 
time of training and querying phase separately; In memory 
aspect, the peak memory usage of querying phase are close  
to that of training phase but a little bit higher, thus we 
choose consumed maximium memory size in querying 
phase as memory cost of models.  

Besides metrics above, accuracy measured as precision,  
defined in Equation (7), is also added for comparison,  
where GT means ground truth for user u.  

𝑃𝑟𝑒𝑐(@𝑘 = 	
3𝑅𝑒𝑐𝐿𝑖𝑠𝑡() ∩ 𝐺𝑇(3

3𝑅𝑒𝑐𝐿𝑖𝑠𝑡()3
 

 

(7)       

4.3. Experiment environment 
The hardware and software environment of experiment 

is shown in Table 1.  

Table 1 Experiment environment 
CPU Memory OS Python 
2 * Intel(R) Xeon(R) 
CPU E5-2620 v4 @ 
2.10GHz  

128 GB CentOS 
6.4  

Python 
3.6.5 

 

5. Evaluation Results 
For each evaluated method, we train it with training set, 

and use trained method to generate recommendation result  
lists for all users. Each user are recommended 100 POIs.  
We evaluate the methods with recommendation list size 5  
and 10 (i.e., keeping top 5 or 10 POIs with highest score in 
user’s result list) and find the result similar, thus we only 
list the result of length 10 in Table 2. ILDGeo, DivCat,  
Fidelity and Prec are average values of all user’s 
corresponding metric. Values with best performance are 
noted bold.  



 

 

5.1. Diversity 
iGLSR and LFBCA achieve high Coverage, which means 

their recommendation results cover high fraction of all  
POIs. USG achieve much lower Coverage than other  
methods.  

 As for geographical diversity, iGSLR and LORE 
achieve high ILDGeo comparing with others. These two 
methods use Kernel Density Estimation (KDE) to learn 
distance distribution from geographical information, thus  
have high geographical diversity. MGMPFM and USG use  
Power Law Distribution and Multiple-center Gaussian  
Model respectively as geographical component, which may 
cause recommended POIs concentrate in small area.  
LFABCA does not use geographical  information and have  
moderate ILDGeo.  

All evaluated methods do not use category information 
and their DivCat are close. 

5.2. Explainability 
 USG achieves fairly high explainability in term of 

Fidelity because it adopted Friend-based Collaborate  
Filtering to model user preference, which is highly relevant 
to our definition of explanibility of neighbor style. LFBCA 
and MGMPFM achieve high neighbor style explanibility 
because they adapted MF and PFM, respectively, to capture 
user preference. iGLSR and LORE do not use user 
preference information thus have the lowest fidelity. 

5.3. Computation Cost 
Except for LFBCA, other models only spend small  

portion of time for training and most time is consumed in 
querying phase. The result also shows that the trade-off  
between memory and time cost does not hold strictly. In 
general, faster methods such as USG and LFBCA need 
more memory (17GB and 38GB) while other slower  
methods need only a little memory (less than 1GB). 
However, combined with accuracy metric, iGLSR and 
LORE perform poorly both in much time and low accuracy,  
while USG and LFBCA are faster and more accurate.  

In industry application, real-time recommendation 
system needs to provide result within hundreds  
millionseconds [24]. Only LFBCA satisfies (181 ms per  
user on average) the real-time condition. 

6. Conclusion 
In this work, we briefly introduced aspects beyond 

accuracy to evaluate POI recommendation systems:  
diversity, explanability and computation cost. We evaluate  
5 state-of-the-art POI recommendation systems in the  
aspects above. Results show that different components  
used to capture corresponding information in the dataset  
influence the diversity and explainability. Besides, we find 
that tradeoff between accuracy and computation cost does 
not hold strictly. 
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